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Learning from the history of American macroprudential policy 
Douglas J. Elliott

part from these unfortunate economic conditions. 
Within two years, Congress repealed the authority 
to establish credit controls. In general, 1980 may be 
seen as the high point in the use of macroprudential 
policies in America, with a very substantial drop 
starting soon thereafter and a virtually total cessation 
over the next decade.

Clearly there were other changes in the political, 
economic, and social environment after  1980, 
particularly the tide of deregulation that began in 
the 1970s and continued with the “Reagan Revolution”, 
but it seems highly likely that the disaster of 1980 
played an important role in the decline of 
macroprudential policy. Certainly opponents of such 
policies cited it frequently.

This lesson has particular relevance for policymakers 
in the United States today, because America is 
essentially making a fresh start on macroprudential 
policy after the recent financial crisis and the 
passage of the Dodd‑Frank Act. Little was done 
in this area for decades, so those actions that 
are taken will receive particular scrutiny. Global 
views on how macroprudential policy fits into the 
larger scheme of things have also evolved very 
considerably, adding to the sense of a fresh start. 
Should the United States authorities make a large 
mistake in this area, or be perceived to have done 
so, it could halt significant macroprudential policy 
of a cyclical nature in the United States for many 
years. This may be counteracted over time by the 
successful use of such tools in other countries, but 
home grown lessons tend to have much greater 
force, especially political force, than lessons 
from abroad.

This point is especially important because 
macroprudential policy is not solidly based in political 
and public support at this point. There is a very strong 
consensus for monetary policy to be undertaken, 
although there does remain a core of support for a 
gold standard. Monetary policy mistakes are unlikely 
to lead to the abolition of the Fed. The equivalent 
cannot be said for macroprudential policy.

8| mAcroPrudentiAl Policy  
mAy be most eAsily done 
through A single body

A large majority of the macroprudential actions were 
taken by a single entity, the Federal Reserve, although 
there are a number of instances in which other 
entities acted, often in combination with the Fed. 
For instance, fears of excessive growth in housing 
credit in the 1950’s led to aligned moves by the Fed, 
the Federal Home Loan Bank Board, and the Federal 
Housing Administration.

It is clearly easier for a unified body to take a step than 
it is to coordinate among a number of players. Largely 
for this reason, the International Monetary Fund has 
argued on the basis of a global analysis that “the central 
bank needs to play an important role” in macroprudential 
policy, and has found that policy responses that involve 
the central bank tend to be quicker.2 However, US history 
shows that it is not impossible to reach a consensus, 
even for tightening moves, which are inherently more 
difficult to sell to politicians and the public.

Nonetheless, I have serious concerns that America’s 
macroprudential coordinator, the Financial Stability 
Oversight Council, will find it quite difficult to 
act, because of its nature as a large committee 
representing many regulatory interests. US history 
does not present definitive evidence in this regard, but 
the Fed’s predominant role does suggest that a more 
unified entity might have better luck implementing 
macroprudential policy.

9| conclusions

US history strongly suggests that we can and should 
use macroprudential policy more actively in the 
future, after America’s hiatus of several decades 
prior to the financial crisis. We may do so most 
effectively by heeding the lessons of the last century 
of experimentation in this country.

2 See http://www.imf.org/external/pubs/ft/wp/2013/wp13166.pdf
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Macroprudential policy and quantitative instruments:  
a European historical perspective 

From 1945 to the 1970s, rather than steering interest rates, European central banks used a variety of 
quantitative instruments to attain their targets in terms of monetary aggregates and credit, and as part of 
selective credit policies. A number of the tools currently being referred to as macroprudential (loan‑to‑value 
ratio, reserve requirements, liquidity ratio, etc.) thus have historical precedents, which this article sets 
out to examine. The objectives pursued in the past were not always the same as those being used to 
justify the implementation of macroprudential policies today. However, the instruments were used in part 
to modulate the expansion of credit and direct it towards specific sectors, as well as to control bank 
liquidity levels in an effort to secure financial stability. A historical perspective can thus help to shed 
some light on how prudential instruments can complement or, on the contrary, conflict with monetary 
policy. But this article also argues that historical comparisons need to be regarded with caution, as the 
financial and economic sectors have undergone radical changes, as have the institutional framework 
and objectives of monetary policy. 
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The  recent financial crisis has prompted 
numerous calls for the implementation of a 
macroprudential policy, motivated by a desire 

to increase the stability of the financial system. 
Macroprudential policy relies largely on existing tools 
derived from the current regulatory frameworks and 
from microprudential supervision. However, the use 
of these instruments to limit systemic risk, that is 
the risk of disruption to the overall financial system, 
is generally regarded as an innovation.

Macroprudential policy is usually described as having 
two key dimensions. The structural dimension is 
concerned with limiting the risks to financial stability, 
for  example those caused by the interlinkages 
between financial institutions (common exposures, 
borrower‑lender relationships). The  temporal or 
cyclical dimension, meanwhile, is concerned with 
reducing excessive procyclicality in the financial 
system, often by acting on credit growth, even though 
the regulation of the economic and financial cycles 
is not strictly a target of macroprudential policy.1

The  countercyclical use of macroprudential 
instruments by central banks is nothing new. 
Microprudential tools are frequently used for 
macroprudential purposes, especially in emerging 
Asian economies where measures such as the 
tightening of lending criteria  (e.g. lowering of 
caps on the loan‑to‑value – LTV ratio) appear to 
have reduced the vulnerability of the financial 
system  (Committee on the Global Financial 
System, 2010; Lim et al., 2011). There are also numerous 
older examples of central banks intervening in the 
financial system as part of an approach that can 
be qualified as macroprudential (Goodhart, 2010; 
Capie and  Wood,  2011; Monnet  et  al., 2013; 
Elliott et al., 2013). Recent studies (Elliott et al., 2013; 
Reinhart et al., 2013) have highlighted the frequent 
use of instruments that can be classified as “cyclical 
macroprudential” in the United States throughout 
the 20th century, notably in response to the stock 
market bubble in the 1920s, the housing bubble in 
the 1950s, the credit crunch in the 1960s and the 
banking crisis in the 1980s. These consist of tools 
designed to influence the demand for credit (caps 
on the LTV ratio or on the size of repayments) and 
credit supply (caps on interest rates, restrictions 

on bank loan portfolios, reserve requirements, 
capital ratios), and which were used to modulate 
credit growth both in the broader economy and in 
specific sectors. Similarly, from 1945 to the 1970s, the 
majority of European central banks relied primarily 
on quantitative control instruments rather than on 
interest rate mechanisms to steer credit growth or 
redirect it towards specific sectors, and to influence 
bank liquidity levels in order to maintain financial 
stability (Hodgman, 1974; Monnet, 2013, 2014).

Opinion is currently divided over whether a 
return to this kind of macroprudential policy 
would be useful. Advocates point to historical 
experience as justification for macroprudential 
frameworks (Borio, 2010; Goodhart, 2010) while others 
are deeply critical (Reinhart, 2012), maintaining that 
the “macroprudential” restrictions or regulatory 
measures adopted between the late  1940s and 
the 1970s in Bretton Woods countries were little more 
than a form of financial repression which encouraged 
the “liquidation” of public debt.

These historical examples thus provide a 
useful perspective for assessing whether or not 
macroprudential measures can be regarded as 
appropriate or efficient. Our aim in this article 
is twofold – first to present the quantitative and 
prudential instruments used by the main European 
central banks in the period 1945‑1980, and second, 
to  compare briefly the previous use of these 
instruments with the macroprudential policies 
currently being implemented. 

1| definition And frAmeWork 
of mAcroPrudentiAl Policy

1|1 How do we define  
macroprudential policy?

It is not easy to find an exhaustive and universally 
accepted definition of macroprudential policy. 
The  term itself is a relatively new invention. 
The first public references to the “macroprudential” 
supervision of the financial system surfaced in 

1 Today, the most realistic objective of macroprudential policy is considered to be “to increase the resilience of the financial system to the emergence of financial 
strains”, through “the countercyclical building-up and releasing of capital and other buffers in the financial system" (Bank for International Settlements, 2010).
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the 1980s – the Cross report (Bank for International 
Settlements,  1986) used it to refer to the 
vulnerabilities created by the financial innovations 
of the time – and it was only in the wake of the 2007 
financial crisis that the term became more common. 
The Basel Committee’s recent reform of banking 
regulation, Basel III, which came into force in the 
European Union in January 2014, establishes specific 
macroprudential instruments. However, there is still 
ongoing debate over the precise definition, objectives 
and institutional framework of macroprudential 
policy, and the use of the term “macroprudential” 
remains ambiguous (Borio, 2009; Clement, 2010).

Macroprudential policy is designed to reduce 
systemic risk, defined as the risk of a disruption in 
the activities of the financial system that will have 
serious consequences for the real economy (Galati 
and  Moessner,  2010). Macroprudential policy is 
therefore a useful complement to microprudential 
policy: the former focuses on the stability of the overall 
financial system, while the latter aims to ensure 
the solvency of individual financial institutions.2 
Although macroprudential and monetary policy 
are closely linked,3 they do not always share the 
same goals: while some believe that monetary policy 
should also be concerned with preventing financial 
imbalances (Borio and Lowe, 2002), the conventional 
wisdom now is that its main goal is to ensure price 
stability by setting interest rates.

Macroprudential tools can be categorised in a number 
of ways. They can be divided into new instruments 
designed specifically for macroprudential policy, 
and those that were already part of the existing 
microprudential or monetary policy toolkits (capital 
ratios for the former and reserve requirements for the 
latter), and which can be redefined for financial stability 
purposes (Banque de France, 2013). Macroprudential 
tools can also be divided into price‑based 

instruments  (haircuts, capital ratios, liquidity 
ratios, financial transaction taxes, for example) and 
quantity‑based instruments (constraints on the LTV 
ratio and debt‑service‑to‑income – DSTI ratio for 
residential property loans, guarantee deposit 
requirements for secured financing transactions).4 
More subjectively, recommendations, guidelines or 
pressure can also be regarded as macroprudential if 
they seek to render the financial system more resilient: 
Draghi  (2013) cites the recent recommendations 
from the Spanish and UK central banks that banks 
should maintain adequate capital levels as examples 
of macroprudential policy.

The historical analysis we propose in this article 
focuses on the temporal dimension of macroprudential 
policy, that is the use of instruments aimed at 
mitigating excessive procyclicality in the financial 
system. Following the example of Elliott et al. (2013), 
we define cyclical macroprudential measures broadly 
as those tools that are not part of a “traditional” 
fiscal or monetary policy (according to the current 
definition of these policies), and which are used more 
or less directly to steer credit growth throughout 
the economic and/or financial cycle (as opposed 
to structural changes in regulation). It is important 
to note that credit expansion has often been a root 
cause of financial imbalances (e.g. asset bubbles) 
and that instruments to adjust lending criteria play 
a vital role in macroprudential policy as they limit the 
procyclicality of the financial system. Thus measures 
to control credit growth form an important part of 
the countercyclical macroprudential tools introduced 
under Basel III,5 and there is a significant focus on 
the smoothing of credit cycles.6 From a historical 
perspective, the instruments defined today in Basel III 
and in national legislation to modulate lending 
criteria (see Box below) can be seen as a reflection 
of past experiences. However, it is important that any 
comparison be viewed with caution.

2 In addition, macroprudential policy considers the aggregate risk to be endogenous and dependent on the collective behaviour of institutions, whereas microprudential 
policy regards it as exogenous.

3 Both have macroeconomic stability as their ultimate objective and their channels of transmission, the credit channel and bank balance sheets, are similar.
4 Quantity-based instruments are often considered to be more vulnerable to distortions and regulatory arbitrage than price-based instruments (for example Lim et al., 2011; 

and Haldane, 2013). Moreover, the distinction between instruments based on prices and those based on quantities does not correspond to the historical definition 
of quantitative instruments (instruments used to directly control quantities as opposed to interest rate mechanisms, see section 2|1.).

5 For example, the countercyclical capital buffer will be activated on the basis of the change in the ratio of credit to GDP in relation to its long-term trend  
(see Bank for International Settlements, 2010; and Article 136 of Capital Requirements Directive – CRD IV).

6 Although this is not in itself one of the primary objectives of the new countercyclical macroprudential instruments (which are designed primarily to increase 
the financial system’s ability to withstand systemic risks), the Basel Committee considers that a reduction in the procyclicality of the financial system  
(via a moderation of the expansionary phase in the credit cycle) would be a “positive side benefit” of the countercyclical capital buffer (Basel Committee on Banking 
Supervision, 2010).
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1|2 Relevance and limits of historical 
comparisons and specific features 
of credit policy

Although the instruments currently associated with 
macroprudential policy have been implemented in 
the past, they were often used to achieve completely 
different objectives to those currently being sought. 
For instance, quantitative tools to control credit, 
bank liquidity or credit standards were used for a 
combination of monetary policy (control of inflation), 
industrial policy or trade policy purposes, as well as 
for prudential control. 

The  main limits of any historical comparison 
relate to the interpretation of what constitutes 
macroprudential policy.7 In order to be able to make 
a useful comparison, it is therefore important to use 
the broadest possible definition.

In the past, public authorities used quantitative tools 
in a context when the boundaries between fiscal, 
monetary, industrial and prudential policies were 
deliberately blurred. Indeed, it is only in the past 
two decades that a clear distinction has been made 
between these policies, due in part to the increasing 
independence of central banks, which was one of 
the prerequisites for European Monetary Union in 
the 1990s. This independence, which was deemed a 
condition for both price and financial stability, was 
a key issue in the debate over whether to attribute 
central banks a prudential role.8 The distinction 
between policies also stems from financial market 
deregulation, beginning in the 1980s and culminating 
in the 1990s, which led to a redefinition of the role of 
central banks and to a restriction of their mandates 
in order to guarantee their credibility. 

Although quantitative instruments were used 
massively from the 1930s to the 1970s as part of 

7 In their study of macroprudential policies in the United States, Elliott et al. (2013) recognise the limits of historical comparisons and decide to use a relatively 
broad definition, which distinguishes macroprudential policies from our current understanding of monetary and fiscal policies (see section 1|1.).

8 In his history of European Monetary Union, Harold James recounts how the debates that followed the 1989 Delors Commission frequently struggled with 
the question of how to grant regulatory powers to an institution that was independent of the government; see James (2012).

Box

Current implementation of macroprudential tools in the European Union

The instruments defined under Basel III are transposed into European Union legislation via a Capital Requirements 
Regulation (CRR) and a Capital Requirements Directive (CRD IV). The bulk of the rules contained in the legislative 
package apply since January 2014.

•  These texts include provisions whereby the quality and quantity of “core” capital can be increased using different 
capital buffers, such as a countercyclical buffer, a specific buffer for systematically important financial institutions (SIFIs) 
and, at European level, a buffer for structural systemic risk. Regulators will also be able to use microprudential tools 
to promote financial stability (for example, adjusting the risk weighting of residential property loans).

•  In the medium term, these instruments will be backed up with a liquidity coverage ratio (LCR) and a net stable funding 
ratio (NSFR). Although in principle, these liquidity requirements are microprudential measures, they also have a cyclical 
dimension and work is currently underway to determine how to use them for macroprudential purposes. There will 
also be a measure to limit bank leverage via a leverage ratio that is separate from risk exposure and takes into account 
off‑balance sheet items. This too could potentially be used as a macroprudential tool to target systemic risk (ESRB, 2013). 

•  The main quantitative tools (constraints on loan‑to‑value and debt‑to‑income ratios, etc.) are not harmonised under 
the legislative package but European Union member states consider their use at national level. 

•  In France, the law of 26 July 2013 separating and regulating banking activities created a macroprudential authority, 
the Haut Conseil de stabilité financière (HCSF – High Council for Financial Stability), which will be responsible for all decisions 
relating to countercyclical and systemic capital buffers. The law also specifies that the HCSF can set lending criteria for 
banks in order to avoid excessive rises in asset prices or prevent economic agents from building up excessive levels of debt.
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central banks’ strategy to control inflation, they were 
subsequently called into question amid concerns of 
a dangerous overlap between monetary and other 
policies.9 After Milton Friedman in the 1960s and 
Marvin Goodfriend and Robert King at the end of 
the 1980s, a whole strand of economic thought began 
to push for a clearer distinction between monetary 
policy –  which is concerned essentially with 
controlling the money supply and inflation without 
affecting asset allocation – and banking or credit policy 
which influences the allocation of assets via bank 
supervision, direct control of credit and liquidity or the 
composition of central bank assets (Friedman, 1959; 
Goodfriend and King, 1988). Today, however, those 
who advocate macroprudential policies would like 
central banks to  be given back policy levers to 
control asset allocation and quantities with the aim 
of reducing financial risks, while at the same time 
supporting the ideas of Friedman, Goodfriend and 
King who maintain that both in practice and in theory 
monetary policy and macroprudential policy should 
be kept completely separate.

2| historicAl equivAlents 
of mAcroPrudentiAl Policy

The main quantitative instruments used by European 
central banks from  1945 to the  1970s which, in 
hindsight, can be equated to a macroprudential 
policy, fall into two main categories:10 those that 
directly influence bank credit and those that 
influence liquidity and the composition of bank 
assets.11 The expression “quantitative instruments” is 
here used in its historical sense to mean any tool used 
to directly control the quantity of credit rather than 
to steer interest rates. In the period under review, 
central banks also issued a number of individual 
or general recommendations to the banking sector 
which can be regarded as part of macroprudential 
policy, in that they were designed to increase the 
resilience of the financial system (see section 1|1). 

Although there are examples of countries 
implementing these tools in the  1930s and 

especially during World War II, their use became 
more widespread after 1945. This was due to the 
introduction of new banking regulations and the 
key role attributed to central banks under these 
regulations. Prior to the 1930s, with the exception 
of Sweden and the United Kingdom, there was no 
banking supervision or regulation in Europe, and 
in France, for example, the first banking law was 
introduced in June 1941. The institutions responsible 
for implementing these policies and regulations 
varied across countries, but in most cases the 
role fell to the central bank, in close cooperation 
with the ministry of finance  (Holbik,  1973; 
Singleton, 2010; Monnet, 2014). In all countries, the 
underlying principle of the new policies was to use 
banking regulation for macroeconomic purposes, 
in order to avoid modifying the law and going 
through parliament.

2|1 Credit control instruments: 
rediscount ceilings and constraints 
on credit expansion

The “rediscount ceiling” was a cap on the total value 
of loans that the central bank would discount for each 
bank or credit institution. The ceiling was generally 
a percentage of the bank’s deposits and was entirely 
discretionary, varying from one institution to another 
according to the quality of their assets and their 
individual risk exposure. As such, it was primarily a 
microprudential tool. However, it could also be used 
for macroeconomic purposes, in a similar way to 
an industrial, agricultural or trade policy, as certain 
institutions, sectors or types of loan could be given 
priority access to central bank funding. The Banque 
de France used the ceilings for all these purposes until 
the practice was abolished in 1972 (Monnet, 2012). 

In addition to the official ceilings applied to each 
institution, the central bank could impose temporary 
ceilings on loans used to finance specific products, in 
order to avoid the risk of a bubble caused by excess 
credit growth. In the 1950s and 1960s, for example, 
the Banque de France frequently set rediscounting 

9 Another, more general criticism levelled at these instruments was that the central banks were not necessarily better than the markets at identifying risks 
or the optimal allocation of credit.

10 For more detail, the Bank for International Settlements (1963), Holbik (1973), Hodgman (1974) and the Organisation for Economic Co-operation and Development (1975) 
provide exhaustive analyses of the instruments used in each country.

11 All these instruments are designed to influence the allocation of credit or of bank assets in the economy, on the grounds that market mechanisms are 
inadequate (underestimation of financial risks and inefficient credit allocation).
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quotas for agricultural products  (cereals and 
poultry) whenever the Ministry of Agriculture 
and the Banque’s own departments identified an 
“overproduction crisis” (Monnet, 2013). 

As well as being used for microprudential purposes 
or to target specific sectors, these ceilings also 
had a macroeconomic and cyclical function. 
By simultaneously lowering or raising all ceilings by a 
fixed percentage, the central bank could adjust credit 
growth, money supply and prices to combat inflation 
or, conversely, stimulate the economy. Up until the 
end of the 1960s, the majority of Western European 
and US central banks believed that inflation was 
primarily linked to an excess of credit growth in 
relation to output. In economies where financial 
markets played a limited role and the banking 
sector was highly regulated, this excess credit 
supply translated directly into higher consumer 
and output prices rather than into higher asset 
prices and financial risks. Thus, the quantitative 
and countercyclical limitation of credit growth via 
a reduction in rediscount ceilings (credit rationing) 
was primarily used as a monetary policy tool in that 
it was intended to limit inflation.

It should be noted that rediscount ceilings were a 
highly efficient way of controlling money creation 
if banks carried substantial levels of central bank 
debt (Monnet, 2012). They were much less effective, 
however, if banks’ central bank debt was low. 
Thus, from the 1950s onwards, many central banks 
chose to impose direct limits on credit expansion, 
a practice which in France was known as a “credit 
ceiling”  (encadrement du crédit). This  involved 
imposing a cap on the actual amount banks could 
lend to households and corporations rather than on 
their central bank refinancing. The definition of 
this tool and its scope of application varied widely 
from one European country to another, depending 
on the choice of policy and the structure of the 
banking system. The only country never to use it was 
the Federal Republic of Germany.

The countercyclical nature of direct credit controls 
extends beyond the realms of monetary policy. 
First, they could be used for preventing any financial 
bubbles which might have appeared in the form of an 
overall rise in prices. Second, they were an effective 

tool for influencing the allocation of credit, as certain 
types of loan could be exempted  (export credit, 
housing loans, occasionally medium‑term loans). 
Moreover, as interest rates did not rise during periods 
of credit control, the state treasury could issue bills at 
attractive rates and thus raise financing more easily. 
In France, throughout the 1950s and 1960s, special 
regimes or exemptions were applied first to housing 
loans and then to consumer credit either to boost 
lending or prevent bubbles without affecting the rest 
of the economy (Effosse, 2003; 2013).

It is difficult to estimate the effects of these quantitative 
controls. In  the case of France, Monnet  (2012) 
demonstrates that the use of credit controls for 
monetary policy purposes between 1948 and 1973 
enabled authorities to lower inflation rapidly and 
dramatically, without raising interest rates. But this 
is only one dimension of a credit rationing policy. 
With regard to the objective of financial stability, 
we need only point to the lack of a crisis over the 
period (except in 1974 in the United Kingdom and 
in Germany). However, this stability can be attributed 
to a number of other factors, notably the fact that 
financial markets were not very open at the time. 
In the case of the United States, Elliott et al. (2013) 
postulate that these instruments had a positive impact 
over the short term but that over the long term they 
generated distortionary effects that became apparent 
in the 1970s when credit controls were no longer 
sufficient to contain inflation (ineffective or misused) 
and serious questions were raised over their ability 
to influence the allocation of credit.12

2|2 Liquidity and reserve requirements

After World War II, banks in Western Europe were 
subject to liquidity and reserve requirements, 
designed to channel resources towards specific 
sectors of the economy (and especially the public 
sector) and encourage the issuance of medium and 
long‑term loans. Over time, these requirements 
have been varyingly called “liquidity ratios” or “liquid 
asset ratios”, depending on the country (BIS, 1963; 
Holbik, 1973; Monnet, 2014). For example, obliging 
banks to increase the volume of long‑term treasury 
bonds in their portfolios helped to channel investment 

12 Critics frequently cited the arguments advanced in the 1980s to justify financial market deregulation.
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towards the public sector and – in the short term – 
reduced the amount of liquidity in the economy. 
This way, liquidity and reserve requirements were 
effective tools for influencing credit distribution 
and levels of bank liquidity (by placing constraints 
on banks’ use of liquidity or obliging them to hold 
specific securities). They can thus be regarded as 
prudential policy tools, to the extent that they helped 
to regulate risk. 

Liquidity ratios were used countercyclically, in 
a  similar way to the credit controls described 
previously. If the central bank wanted to lower 
inflation and considered that there was an excess 
supply of credit to the economy, it could raise liquidity 
ratios to force banks to keep a higher proportion of 
liquid assets on their balance sheets, thus reducing 
the supply of liquidity to the economy.

Finding the optimal balance between liquidity ratios 
and credit controls was one of the key concerns of 
central bank discussions (Monnet, 2012). Liquidity 
ratios were considered a crucial complement to 
credit controls: if a bank’s credit was rationed at the 
central bank discount window through a reduction in 
its discount ceiling, then it also had to be prevented 
from converting its long‑term securities into liquid 
assets in order to limit money creation and maintain 
a restrictive policy. In order to meet the desired policy 
objective, it was therefore essential for the central bank 
to use a combination of instruments to prevent banks 
from substituting their assets. This was facilitated to a 
large extent by the fact that the financial system was 
primarily dependent on banks, so asset substitution 
was limited to bank assets, as demonstrated by the 
difficulties encountered by the Bank of England in using 
instruments similar to those developed in continental 
Europe (Capie, 2010). In a financial system that is more 
dependent on capital markets than on banks and where 
asset substitution is no longer restricted solely to the 
banking sector, these instruments are harder to use 
and their effect on money creation is thus reduced. 

Throughout the 1960s, the use of liquidity ratios 
declined in the European Community. France, 
Italy and Belgium moved increasingly towards a 
German model, which focused more on reserve 
requirements, although none of the central 
banks in the region relied exclusively on this one 
instrument. The reserve requirement or reserve 
ratio is the minimum portion of customer deposits 
and/or loans that banks have to hold in reserve at the 

central bank, in interest‑earning or non‑interest 
earning accounts. The central bank could change the 
reserve ratio in order to control money supply. If the 
deposits held do not earn interest, this instrument 
constitutes a form of tax on the banking system, 
as opposed to a market‑based system of liquidity 
management (Brock, 1989). It is also a selective 
system in that not all credit institutions are subject 
to the same requirements. In  France and Italy, 
for  example, public institutions had no reserve 
requirements, while in the majority of European 
countries different requirements were set for 
non‑residents. If the reserve requirement was set as 
a percentage of loans instead of deposits, long‑term 
loans and export loans could also be excluded from 
the calculation (for example in Belgium and France).

Like the other instruments described in this paper, 
reserve requirements were ambiguous and could be 
used for a variety of different purposes. They enabled 
the regulation of money supply, and could also be 
used to favour specific sectors or for the prudential 
regulation of liquidity. The BIS today recognises 
reserve requirements as a macroprudential policy tool 
to the extent that they limit liquidity risk (BIS, 2010).

2|3 Informal powers  
and recommendations

In addition to these official quantitative instruments, 
central banks have also used their role as bank 
supervisors or as providers of bank finance to 
influence behaviour at an individual, sector or 
macroeconomic level. It is difficult to find a trace of 
these policies as they tended to be based on more or 
less formal exchanges of information which are thus 
hard to observe or to quantify. However, a few recent 
studies have shown that these practices were common 
and exerted an influence on the banking system. 

One example was the Bank of England’s habit of 
discussing liquidity and solvency ratios with banks, 
before it was officially assigned the role of bank 
regulator in 1979 (Capie, 2010). France and Italy 
also had national credit councils which, particularly 
in the post‑war reconstruction period, regularly 
singled out sectors, products or regions which they 
thought needed to be given priority in the distribution 
of credit or, on the contrary, had an abnormal level 
of debt and needed to be contained (Monnet, 2013).
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The central bank’s power to discriminate against 
individual banks in the refinancing process via its 
discount window and to issue official directives 
or administrative circulars, makes it highly likely 
that these unofficial recommendations played 
a significant role.

3| conclusion

Some of the instruments used in the past by European 
central banks can be considered comparable 
to today’s macroprudential policy tools. However, 
the main difference is that in the past no distinction 
was made between macroprudential policy and fiscal, 
monetary or industrial policies. The instruments were 
often used in complex and varying combinations, 
which served to combat inflation, facilitate public 
sector financing, aid post‑war recovery or channel 
credit to those sectors deemed in most need. 
The regulation of financial risk was also an objective, 
but was often relegated to a secondary role.

These policies were implemented against a backdrop 
of highly regulated and relatively closed national 
financial systems, where an excess supply of credit 
translated primarily into upwards inflationary 
pressure rather than into a banking or financial 
crisis. Quantitative control instruments proved 
particularly effective in this context, where 
financial markets were neither as developed nor as 

open as they are today. Credit controls were often 
backed up with capital controls and could thus be 
targeted specifically at the banking sector without 
leading to an exchange of assets with the rest of 
the financial sector. The degree of openness and 
the complexity of the financial system are thus key 
factors in determining the choice of macroprudential 
instruments, which in turn explains why emerging 
and developed economies prefer to use different 
tools (Claessens et al., 2013).

The use of these instruments was largely driven 
by the belief that a central bank’s role was both to 
control inflation and to implement a selective credit 
allocation policy, thus pursuing a form of industrial 
policy.13 However, this has since been called into 
question, and it is difficult to draw lessons from 
history in a context where institutional objectives 
and central bank mandates in Europe and the 
United States have changed radically. That said, 
history still demonstrates that the implementation 
of a macroprudential policy can have a significant 
impact on monetary policy: the use of quantitative 
instruments to control credit and bank liquidity 
necessarily influenced money creation and inflation 
due to the low level of bank disintermediation, and 
often had an impact on credit allocation as banks 
substituted the assets on their balance sheets. 
Consequently, central banks have a key role to play 
in implementing macroprudential policy, as it is 
vital that this strategy be coordinated closely with 
monetary policy.

13 It should be noted however, that this belief is still common in certain countries such as China, where macroprudential and industrial policy instruments are 
closely linked.
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Macroprudential policy beyond banking regulation

Macroprudential policy has largely been viewed and implemented as a form of banking regulation in 
recent practice. However, the externalities to be addressed by macroprudential policy stretch beyond the 
banking sector and also play a prominent role in the household and corporate sectors. Trying to address 
these externalities with banking regulation alone leads to various forms of leakage as they encourage 
lending to move to non‑banking financial intermediaries and foreign banks – a problem that has affected 
the implementation of macroprudential policies. We discuss how a macroprudential policy framework 
could be extended beyond banking regulation in feasible and practical ways, for example by targeting 
policies on borrowers rather than lenders.
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Following the global financial crisis of 2008‑2009, 
macroprudential policy is often presented as a 
third pillar of the policy mix for macroeconomic 

stabilisation, together with monetary policy and 
fiscal policy. Frameworks for macroprudential policy 
are being established, but a number of questions 
about the appropriate instruments, the appropriate 
governance, and the relationship with monetary 
policy remain open. Meanwhile, a new theoretical 
literature has evolved to study the foundations of 
macroprudential policies and shed light on questions 
of their implementation. In this paper we would 
like to draw attention to a gap between theory and 
practice that has significant consequences for the 
effectiveness of macroprudential policies.

On the practical side, macroprudential policy is 
typically treated as a part of banking regulation. 
Macroprudential policy is a topic for central bankers and 
bank regulators. The instruments of macroprudential 
policy are the tools of banking regulation.

However, the frictions to  be addressed by 
macroprudential policy stretch beyond the banking 
sector. They  also play a prominent role in the 
household or nonfinancial corporate sectors. Trying to 
address these frictions with banking regulation leads to 
various forms of leakage – a problem that has affected 
the implementation of macroprudential policies.

This is especially problematic in Europe because 
having a common currency implies that monetary 
policy cannot play its role of macroeconomic 
stabilisation in response to asymmetric shocks. 
Therefore macroprudential policy must take on a 
greater role in macroeconomic stabilisation.

This note is structured as follows. We briefly review the 
framework for macroprudential policies as it is being 
put in place (section 1) and compare it to the main 
lessons from the recent theoretical literature (section 2). 
We show how the existence of a gap between the 
objectives and the instruments of macroprudential 
policies leads to several sources of leakage that 
reduce the effectiveness of these policies (section 3). 
We then offer some thoughts on measures to make 
macroprudential policy more effective (section 4).

1| the mAcroPrudentiAl 
regulAtion of bAnks

Recent policy reforms take macroprudential 
regulation to  be a form of banking regulation. 
Most reforms so far have focused on extending 
the traditional framework of banking regulation to 
include macroprudential objectives.

The starting point of the macroprudential regulation 
of banks is a contrast with microprudential regulation. 
Microprudential regulation aims to guarantee the 
stability of individual banks and is therefore by 
definition a form of banking regulation. Microprudential 
regulation curtails risk‑taking by banks with the goal 
of protecting unsophisticated depositors and limiting 
moral hazard generated by financial safety nets.

An area that illustrates this difference very starkly 
is the use of value‑at‑risk (VaR) models by banks. 
The microprudential approach would hold that risk is 
appropriately contained if all banks limit their exposure 
to market risk using VaR models. By contrast, the 
macroprudential approach recognises that collectively, 
VaR models may generate systemic risk if they compel 
all banks to sell the same assets in a crisis, leading to an 
asset‑price crash (Shin, 2010). Similarly, constant capital 
adequacy ratios could be procyclical and exaggerate 
systemic risk even though they may seem appropriate 
from a microprudential perspective. A macroprudential 
approach, thus, would gear these instruments (VaR or 
capital adequacy ratios) to the stability of the system as 
a whole rather than to individual institutions.

To a large extent the macroprudential approach to banking 
regulation represents a gradual evolution in traditional 
policies rather than a radical change. The notion that 
banking regulation had to mitigate systemic externalities 
was understood and accepted before the crisis, although 
it was overlooked by some regulators, as was the extent 
of the systemic vulnerabilities that had developed in 
the global banking system.1

Most of the policy instruments that are used for 
macroprudential regulation are the traditional 
instruments of microprudential banking regulation.2 

1 See Borio (2003) for an early discussion of the distinction between the micro- and macroprudential approaches to banking regulation.
2 The ten instruments reviewed in Lim et al. (2011) are: caps on the loan-to-value (LTV) ratio; limits on maturity mismatch; caps on the debt-to-income (DTI) 

ratio; reserve requirements; caps on foreign currency lending; countercyclical capital requirements; ceilings on credit or credit growth; time-varying/dynamic 
provisioning; limits on net open currency positions/currency mismatch; and restrictions on profit distribution.
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Some of these instruments target certain 
characteristics of bank loans, such as restrictions 
on debt‑to‑income  (DTI) or loan‑to‑value  (LTV) 
ratios. Other instruments, still aimed at banks’ assets, 
attempt to limit the growth in banks’ total loans, the 
loans to particular sectors, or the loans denominated 
in foreign currency. On the bank liability side, capital 
adequacy regulation is also used for macroprudential 
purposes. These tools are not new but they are used 
with an eye to limiting the contribution of banks to 
systemic risk rather than simply limiting the risk of 
individual banks. For example, time‑varying capital 
requirements, in the form of a capital surcharge 
linked to aggregate credit growth, are part of the 
new Basel III accord. In the future, these regulatory 
developments could rely more on new measures of 
systemic risk contributions, such as CoVaR (Adrian 
and Brunnermeier, 2011) and systemic measures of 
equity shortfall (Acharya et al., 2010).

Existing empirical research finds that the macroprudential 
regulation of banks has been effective in some ways. 
Based on aggregate data, Lim et al. (2011) and Dell’Ariccia 
et al. (2012) find evidence of some macroprudential 
policies being effective in reducing the procyclicality 
of credit and leverage. Claessens et al. (2013) look at 
the experience of 48 emerging market and advanced 
economies, of which 35 used macroprudential measures 
over the period 2000‑2010 based on disaggregated data 
on more than 2,000 banks. They look at the impact 
of  nine  different macroprudential instruments 
and find that they generally reduce the growth in 
leverage, total assets and non‑core liabilities of banks. 
There is evidence that measures contingent on the 
characteristics of the borrowers, such as caps on the LTV 
ratios or the DTI ratios, are more effective than capital 
adequacy ratios or rules about provision. As we will 
discuss in more detail below, it turns out that such 
measures that target borrowers are also better aligned 
with the goals of macroprudential policy proposed by 
the theoretical literature.

2| theory

The  recent theoretical literature takes a much 
broader view of macroprudential policy. To put it 
in very general terms, it views macroprudential 
policies as policy measures that mitigate externalities 
generated by certain financing activities or financial 
instruments that lead to systemic risk.

One strand of this literature focuses on the externalities 
generated by asset price swings and fire‑sale 
externalities (see e.g. Jeanne and Korinek, 2010; 
Benigno et al., 2013; Bianchi and Mendoza, 2010). 
According to this view, collateralised borrowing 
leads to externalities because individual borrowers 
do not internalise that increasing leverage during 
good times will force them into greater deleveraging 
during bad times when they fire‑sell assets, thereby 
exacerbating downturns. 

Another externality is related to the network of 
cross‑bank claims and liabilities. The interconnectedness 
externality comes from the fact that the distress or 
failure of a bank can directly affect other institutions 
through exposures in the interbank market or the 
derivative markets  because of a “domino effect”. 
The literature on financial networks suggests that 
high interconnectedness mitigates the impact of 
small shocks but amplifies large shocks (Acemoglu 
et al., 2013). Individual institutions do not internalise 
their contribution to the propagation of the systemic 
risk when they contract with other banks, leading to a 
network that is excessively fragile.

A third strand of literature on macroprudential regulation 
focuses on collective moral hazard (see e.g. Farhi and 
Tirole, 2012) and observes that the collective risk‑taking 
behaviour of economic agents induces policymakers 
to engage in costly macroeconomic policy measures 
that bail them out, e.g. protracted expansive monetary 
policy, countercyclical fiscal policy or direct financial 
sector support.

Yet another strand of literature proposes 
macroprudential regulation to address aggregate 
demand externalities that arise in the presence 
of nominal rigidities when there are limits to the 
use of monetary policy (Farhi and Werning, 2013). 
An important example is policies that reduce leverage 
in good times to prevent an economy from entering 
a deleveraging‑induced liquidity trap in bad times 
(Korinek and Simsek,  2013). Schmitt‑Grohé and 
Uribe (2012) consider an economy with downward 
nominal rigidity that pegs its nominal exchange 
rate (they have euro  area members in mind). 
The  nominal wage increases during a boom in 
capital inflows, but does not fall when there is a 
reversal, leading to unemployment. The externality, 
in this case, is that agents do not take into account 
the impact of increasing their nominal wages on 
future unemployment.
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There is no doubt that the externalities that justify 
macroprudential policies are important in the 
banking sector. Fire sale and network externalities 
were certainly at play in the banking sector in the 
recent crisis (Brunnermeier, 2009). And some of the 
recent theoretical literature specifically looks at the 
effects of these externalities in the banking sector 
(see e.g. Stein, 2012).

However it is important to realise that many of the 
externalities that justify the use of macroprudential 
policies stretch beyond the banking sector.

The  recent theoretical literature on Fisherian 
deflation, for example, has studied how the type 
of fire sale externalities that have been invoked to 
justify macroprudential regulation of banks also 
lead to excessive leverage in the real sector: in a 
residential real estate bust the fact that households 
are credit‑constrained puts further pressure on house 
prices, amplifying the bust. This feedback loop 
imposes negative externalities on other households. 
This mechanism is analysed in the three‑period 
model of Lorenzoni (2008), and more dynamic 
quantitative contributions can be found in Jeanne 
and Korinek (2010) and Bianchi and Mendoza (2010). 
These papers talk about macroprudential policy in 
the context of models that do not involve banks.

This is even truer of the mechanisms that involve 
aggregate demand rather than financial externalities. 
The models of Schmitt‑Grohé and Uribe (2012), Farhi 
and Werning (2013) or Korinek and Simsek (2013) 
exhibit aggregate demand externalities during credit 
busts that call for macroprudential regulation but do 
not revolve around banks.

This is not just a theoretical point. There is evidence 
that one important reason behind the persistence 
of the Great Recession is excessive leverage in 
the real sector. For example, the evidence in Mian 
and Sufi (2010) suggest that US demand remained 
depressed after the banking crisis  because of 
excessive leverage in the household sector rather 
than the banking sector.

The  externalities analysed in these strands of 
literature require an effective macroprudential 
framework without any gaps as they occur when 
leverage builds up in the economy. It would be 
inefficient to deal with them using traditional 
macroeconomic policies such as monetary policy 

or fiscal policy during the build‑up of risk because 
they arise as a result of excessive borrowing not 
general overheating. Monetary and fiscal policies 
are insufficient to effectively target these financial 
relationships without imposing unnecessary collateral 
damage on the rest of the economy (see e.g. Jeanne 
and Korinek, 2013).

3| gAPs And leAkAges

The externalities justifying macroprudential policy 
interventions may occur within the banking sector, but 
many of them are the result of borrowing and lending 
activities that occur outside of the traditional banking 
sector. Imposing regulations that affect solely the banking 
sector therefore lead to a gap between the objectives 
and the instruments of macroprudential regulation. It 
would be akin to a central bank that only has the power 
to set interest rates at which banks obtain credit but that 
has no effect on other segments of financial markets. 
Several challenges that policymakers currently face in 
the implementation of macroprudential policy are in 
fact the reflection of this gap.

The problem, essentially, is that the macroprudential 
regulation of banks attempts to influence the actions 
of the borrower in the real sector indirectly, by 
affecting the supply of loans by banks. The fact that 
policy attempts to achieve its goal indirectly leads 
to two main forms of leakage.

First, some of the borrowing and lending activities that 
generate negative externalities may occur outside of 
the banking sector and as such fall outside the scope 
of banking regulation. For example, a significant 
part of mortgage lending in the United States, in 
particular in the subprime sector from which 
the 2008‑2009 crisis originated, had bypassed the 
traditional banking sector. Another example is the 
large buildup of corporate debt, in particular in the 
technology, media and telecommunications sector, in 
the United States in the late 1990s that contributed to 
the slow recovery from the 2001 recession. At present, 
China is struggling with a large amount of debt in its 
shadow financial sector that has been intermediated 
outside of the regulated banking system and makes 
up close to one third of all financing in the Chinese 
economy. Recent wobbles in this unregulated 
segment of the Chinese financial sector have raised 
significant concerns about financial stability.
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It has been common in recent decades to observe 
lending activities move from the traditional 
regulated banking system into non‑bank financial 
intermediaries that are subject to less regulation or 
no regulation. From a microprudential perspective, 
this may have been acceptable as it moved risk off 
the balance sheets of banks that are formally insured 
and thereby reduced the official contingent liabilities 
of the lender‑of‑last resort for banks. However, from 
a macroprudential perspective, leakage implies that 
lending activities in unregulated or under‑regulated 
segments of the financial market impose enormous 
negative externalities on the rest of the economy 
and lead to excessive credit growth, as illustrated by 
the run‑up to the global financial crisis of 2008‑2009. 
Such leakage therefore constitutes a socially costly 
form of regulatory arbitrage.

The  second channel of leakage has to do with 
limitations in the international reach of domestic 
macroprudential regulation. In an internationally 
integrated banking system, the borrowers of a given 
country can borrow from foreign banks, directly or 
through their domestic branches. National regulators 
have jurisdiction over domestic banks as well as the 
subsidiaries of foreign banks. But the branches of 
foreign banks (unlike their subsidiaries) are only to 
a very limited extent subject to domestic regulation.3

As a result, the borrowers of a given country can 
respond to a restriction in domestic macroprudential 
policy by transferring their business from domestically 
regulated institutions to banks whose activity is 
regulated abroad. Large corporate borrowers can 
borrow directly from foreign banks and smaller 
borrowers can obtain funds through domestic 
branches. For example in the United  Kingdom, 
Aiyar et al. (2014) find that UK‑owned banks and 
resident foreign subsidiaries reduce lending in 
response to tighter capital requirements but that this 
effect is partially offset by an increase in lending from 
resident foreign branches. This leakage is substantial, 
amounting to about one‑third of the initial impulse 
from the regulatory change.

International leakage problems are especially 
significant in the euro area, where banking integration 

makes it difficult to address national booms and 
busts in credit and asset prices by using national 
macroprudential regulation. The rules of the single 
market allow foreign banks to engage in domestic 
lending but strongly curtail the ability of domestic 
regulators to impose macroprudential restrictions on 
such lending activities (Aiyar et al., 2014).

In fact, before the global financial crisis of 2008, 
there was a strong movement towards granting 
market access to foreign financial institutions 
without subjecting them to the financial regulations 
of each country in which they are active in, based 
on the notion that regulators in the country of origin 
could ensure the soundness of individual financial 
institutions. This is a clear example of where a 
microprudential mindset interfered with the capacity 
to impose effective macroprudential regulation and 
preserve systemic financial stability. Unfortunately, 
this mindset continues to be pushed in many of 
the investment treaties that open up market access 
for foreign financial institutions in emerging markets, 
hampering the ability of local policymakers to engage 
in effective macroeconomic stabilisation policies 
(see e.g. Gallagher, 2011).4

As these examples illustrate, implementing 
macroprudential regulation solely through the 
banking sector leaves important areas of the economy 
outside of the reach of regulators. They encourage 
lending activities to leak from the regulated banking 
sector to non‑banking financial intermediaries or 
foreign banks. This continues to leave our economies 
vulnerable to excessive booms and busts and to the 
associated large externalities.

4| mAcroPrudentiAl Policies 
beyond bAnking regulAtion

The main lesson that we draw from the gaps and 
leakages in the existing macroprudential policy regime 
is that it would be desirable for macroprudential 
regulation to move beyond banking regulation in 
order to be effective. Specifically, macroprudential 
regulation must  be broadened and targeted as 

3 Basel III allows domestic regulators to require foreign regulators to impose higher capital standards on domestic lending by foreign banks. In the European Union, 
this was implemented through the Capital Requirements Directive. These cooperation agreements narrow the gap but they are still subject to considerable limitations.

4 If less regulated foreign banks compete with local banks, this may also induce a regulatory race to the bottom as domestic regulators are under pressure to ensure 
that domestic banks are not at a competitive disadvantage to foreign banks.
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closely as possible at those activities that generate 
externalities.

As we discussed above, most of the externalities that 
underlie macroprudential concerns originate from 
leveraged borrowing in the real sector – no matter 
whether the source of funds was domestic banks, 
international banks, or alternative lenders outside 
of the regulated banking system.

If we were to design an optimal macroprudential 
policy framework from a clean slate, it would cover 
any type of financial intermediation rather than 
focusing on bank credit. Furthermore, it would 
specifically penalise credit to highly leveraged 
borrowers, which creates particularly large negative 
externalities on the macroeconomy. 

One political difficulty of this approach is that it 
requires policy instruments that are considerably 
broader in scope than banking regulation, which 
therefore needs to rely on new powers granted by 
the political process. In short, the state needs to 
impose limits on the freedom of contract in order 
to regulate the massive externalities created by 
leveraged borrowing. In the context of banking 
regulation, this practice is commonly accepted: the 
state grants banks the license to operate and offers 
them the protection of the law under the restrictions 
that derive from banking regulation. In the context 
of broader macroprudential regulations, the state 
would have to condition the enforcement of 
lending contracts on lenders obeying the desired 
macroprudential restrictions.

In practice, policymakers already have a number 
of instruments in their toolkit that enable them to 
curtail a much wider set of externality‑generating 
activities than what is covered by banking regulation.

One important avenue that is of particular relevance 
to curbing housing booms is consumer protection 
laws. In many countries, these laws enable regulators 
to protect consumers by imposing LTV or DTI ratios 
on mortgages and by curtailing usury interest rates 
or the use of short maturities. Sometimes consumer 
protection regulations are viewed as static policy 
instruments that are kept at a constant level at all 
times, similar to many microprudential banking 
regulations. However, just like microprudential 
banking regulations are insufficient to protect the 
banking sector from systemic risk, it is important 

that consumer protection have a systemic dimension 
that requires that regulations be tightened in periods 
of excessive booms. This gives consumer protection 
laws a macroprudential dimension that could mitigate 
real estate booms and busts and therefore curtail one 
of the greatest sources of macroeconomic instability 
in history.

Another avenue that is relevant for most advanced 
economies is to reform tax codes that favor interest 
payments over dividend payments. Such tax codes 
encourage leverage and have strongly adverse effects 
on macroeconomic stability. This practice should 
therefore be abolished by unifying the tax treatment 
of interest and dividend expenses for corporations. 
From a macroprudential perspective, it would 
even be desirable to move in the opposite direction, 
i.e. to provide a tax advantage to equity over debt by 
allowing for tax deductions of corporate dividends 
but not debt. This would mitigate the externalities 
associated with excessive leverage both in the 
corporate and financial sector. Ideally, the relative 
tax treatment of debt and equity should be adjusted to 
the economic cycle, but the political process behind 
fiscal policy may make this difficult in practice.

Certain tax‑like instruments, however, can  be 
sheltered from short‑term political influences. This 
is especially the case with capital control measures. 
Several small open economies (mostly emerging 
economies), have employed capital controls to 
complement macroprudential regulations on banks 
so as to target credit flows that would otherwise 
have bypassed the regulatory framework. Several 
of these controls also showcase how macroprudential 
regulations can be effectively implemented outside 
of the banking sector. For example, Brazil’s central 
bank has the power to impose taxes on capital inflows 
which can be dynamically adjusted to account for 
the magnitude of externalities from foreign credit 
intermediation. Interestingly, the law that created 
this tax (passed in 1966) allows the Brazilian executive 
to change the tax rate without congressional approval 
or oversight (Chamon and Garcia, 2013). Similarly, 
Chile’s central bank can impose unremunerated 
reserve requirements (URR) that can be increased 
in response to a surge in capital inflows. The rate of 
the URR is left at the discretion of the central bank. 
Similar powers of taxation or regulation over domestic 
credit creation would be highly desirable around 
the world to implement a leak‑proof framework of 
macroprudential regulation.
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In the European Union, a robust and effective 
macroprudential framework is of particular 
importance since financial integration among 
euro‑area countries is particularly advanced, 
making international leakage problems more severe. 
Furthermore, in the euro area, a common monetary 
policy cannot deal with country‑specific booms 
and busts and requires additional instruments for 
macroeconomic stabilisation.

Laying out in detail the implications of our analysis 
for the European macroprudential framework 
goes beyond the scope of this note but we can offer 
a few general considerations. The main principle is 
that European macroprudential authorities should 
focus on correcting the externalities in borrowing 
and lending relationships by targeting borrowers 
in the real economy rather than focusing solely on 
banks and financial institutions.

Several European countries have already established 
independent macroprudential authorities. 
The  coordination of national macroprudential 
policies at the European Union level is facilitated by 
the European Systemic Risk Board (ESRB), an agency 
set up in 2011 (Tressel and Zhou, 2014). The ESRB has 
limited powers but it can influence national policies 
by issuing warnings or recommendations, which 
can be kept confidential or made public.

Furthermore, Basel III and the European Capital 
Requirements Directive implementing it ensure that 
banks that operate in different countries are subject 
to the different capital requirements of each country. 
This limits the one channel of leakage that we have 
discussed above, namely the migration of lending 
from domestic banks to foreign banks. However, it is 
crucial that other macroprudential measures such as 
LTV ratios and DTI ratios also be applied to lending 
by foreign institutions. Under the current plans, the 
European regulatory and supervisory architecture 
does not yet seem to be able to deliver this.

Some might argue that the system that we propose, 
in addition to being complex, would run counter 
the objective of European banking integration. 

However, in contrast to the objective of most other 
European institutions, it is crucial to remember 
that effective macroprudential policy sometimes 
requires that financial integration be reduced in order 
to stem international leakage problems and target 
policies at the specific macroeconomic situation of 
each country.

These difficulties reflect the deeper problem 
that banking regulation is at best an indirect tool 
to contain excessive leverage in the real sector. 
The European macroprudential framework relies 
too much on imposing macroprudential restrictions 
via banks and other financial institutions rather 
than directly targeting borrowers. If domestic 
macroprudential policy targeted the borrowers 
(for example, in the area of consumer and mortgage 
finance, by relying on consumer financial protection 
policies), its effectiveness would not be reduced by 
international leakages.

5| conclusions

This article makes the case for a new macroprudential 
policy framework that forms a third pillar of 
macroeconomic stabilisation policy and goes beyond 
traditional banking regulation. We emphasise 
that identifying macroprudential regulation with 
banking regulation leaves two important leakage 
problems: it does not cover financial intermediation 
from non‑bank financial institutions and from 
international banks. An effective macroprudential 
policy framework requires that these two sources 
of leakage be closed.

We propose that such a new macroprudential policy 
framework directly targets credit creation and 
focuses in particular on reducing highly leveraged 
borrowing in the real sector. We identify a number 
of avenues to implement such a framework using 
existing regulatory structures, such as consumer 
protection laws, and changes in the tax code, such 
as abolishing the tax advantage of interest payments 
over dividend payments.
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The drafting of macroprudential regulation is largely being driven by the need by policy makers to meet 
timetables that have been agreed. The legislative drive is taking place without any clear theoretical 
framework to organise the objectives. In this article we propose two principles that any satisfactory 
framework ought to respect and then describe one specific model that embodies these principles. 
We explain the insights from this approach for regulatory design.
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“U nder our  current  sys tem o f 
safety-and-soundness regulation, 
supervisors often focus on the financial 

conditions of individual institutions in isolation. 
An  alternative approach, which has been called 
systemwide or macroprudential oversight, would broaden 
the mandate of regulators and supervisors to encompass 
consideration of potential systemic risks and weaknesses 
as well.” Ben Bernanke, August 22, 2008.

1| guiding PrinciPles  
for mAcroPrudentiAl regulAtion

The quote above from Ben Bernanke, about 
three weeks before the failure of Lehman Brothers 
delivered at Jackson Hole in front of the top central 
bankers around world, shows regulators even 
before the intense phase of the global financial 
crisis (GFC) recognised that the existing regulatory 
architecture was deficient. In  the subsequent 
five years, while many speeches, working groups and 
proposals have been made to remedy the problems, 
tangible progress has been relatively modest. Bank 
regulations involving capital requirements have 
been substantially refined. Other changes to rules 
regarding liquidity, or to give regulators other powers 
over, say dividends or loan‑to‑value (LTV) standards 
have been delayed. Indeed, it is fair to say that there 
is still no unified framework that organises thinking 
about how to proceed.

In this article we step back from the immediate policy 
debate to propose two principles about how to organise 
future discussions of macroprudential regulation. 
We derive these principles starting from a pair of 
definitions proposed by Eric Rosengren (2011) that 
we believe captures well the sense of many experts:

“Financial stability reflects the ability of the financial 
system to consistently supply the credit intermediation 
and payment services that are needed in the real economy 
if it is to continue on its growth path.”

“Financial instability occurs when problems (or concerns 
about potential problems) within institutions, markets, 
payments systems, or the financial system in general 
significantly impair the supply of credit intermediation 
services – so as to substantially impact the expected path 
of real economic activity.”

We like Rosengren’s definitions for three reasons. 
First, they rightly place the goal of delivering 
financial stability as supporting the real economy. 
This immediately implies that activities that are 
superfluous to supporting growth are rightly seen 
as non‑essential ones that could be jettisoned. 
Second, he takes a broad view of what the financial 
system does to support the economy. As we explain 
below his focus on intermediation and payment 
services matches well with the academic literature 
on this issue. Third, he emphasises threats that come 
from not only problems that actually materialise, but 
also those that simply might arise and emphasises 
the need to guard against both. We will see that this 
prescription also fits well with an analytic approach 
to regulatory design.

To operationalise Rosengren’s  definition, it is 
necessary to determine how offering intermediation 
and payment services supports economic activity. 
Unless we are precise about these channels then it 
is impossible to judge whether regulations which 
will restrict the system are on balance worthwhile. 
A corollary to this perspective is that being precise 
about the reasons why regulation is needed in the 
first place is also useful for guiding regulatory design. 

There is a vast academic literature on the social 
purpose of the financial system which points to 
three  contributions. The first is to expand the 
amount of credit that can be extended to a given 
borrower. The micro‑founded explanations for 
this conclusion typically assume that borrowers 
can potentially default on loans and so any 
lender has to be diligent in monitoring borrowers 
(Diamond, 1984). By concentrating the lending 
with specialised agents these monitoring costs can 
be conserved and the amount of credit extended 
can be expanded.

A second widely posited role for the financial system 
is helping people and businesses share risks (Benston 
and Smith, 1976; and Allen and Gale, 1997). There 
are many ways to formalise how this takes place, but 
one simple one is to recognise that by having banks 
that not only offer deposits, but also allow savers to 
buy bank equity, the banks can create two different 
types of claims that would be backed by risky loans. 
These two choices allow savers to hedge some risks 
associated with lending and this hedging improves 
the consumption opportunities for savers.
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A third role, which the literature recognises as 
complimenting the second, is having a financial system 
that creates liquid claims that facilitate transactions. 
There are various motivations for how this can be 
modeled. In Diamond and Dybvig (1983), a financial 
intermediary can cross‑insure consumers’ needs for 
liquidity by exploiting the law of large numbers among 
customers. But doing so exposes banks to the possibility 
of a run which can be disastrous for the bank and its 
borrowers and depositors. Calomiris and Kahn (1991) 
and Diamond and Rajan (2001) explain that the very 
destructive nature of the run is perhaps helpful in 
disciplining the bank to work hard to honor its claims. 
So the fragility associated with the runs is potentially 
important in allowing both high amounts of lending and 
large amounts of liquidity creation.

These observations bring us to our first principle:

Principle No.  1. Any satisfactory framework for 
analysing financial stability and macroprudential 
regulation should be rich enough to account for all 
three of these contributions of the financial system. 

It is perhaps easiest to appreciate the importance of this 
principle by looking at some examples which violate 
it. One prominent policy proposal that is often held up 
as an appealing alternative to current bank regulations 
is to insist that banks hold only liquid securities as 
assets (Kotlikoff, 2010). The creation of these narrow 
banks would eliminate the risk of a bank run and still 
allow banks to provide liquid assets to their customers. 
One might imagine that banks could even be profitable 
if they were buy large denomination securities and using 
the law of large numbers to manage the transactions 
costs of selling them when cash is needed for customers.

This kind of a proposal is superficially appealing but 
it excludes the credit creation function of the banking 
system. Hence, if implemented, it would force that 
activity away from the banks. The theoretical work 
(and associated empirical work such as Kashyap, Rajan 
and Stein, 2002) that shows there are synergies from 
combining liquidity provision and credit extension 
suggests that this solution would be inefficient. Employing 
a model that bakes in the assumption that there are no 
efficiency costs from decoupling lending and liquidity 
provision is misguided.

Likewise, in the aftermath of the GFC many economists 
have argued that bank capital requirements are far 

too low. An extreme example of this is Admati, DeMarzo, 
Hellwig and Pfleiderer (2010) who advocate creating 
a banking system that creates no liquid claims against 
its risky assets. Again this bank will be free from runs 
and able to absorb credit losses without needing any 
taxpayer support. But, the arrangement supposes that 
liquidity provision is not a core function of banks and 
that precluding them from providing liquidity is costless. 
So this type of analysis also strikes us as incomplete 
and ill‑suited as a starting point for regulatory design.

In  what follows we will sketch a model developed 
by  Kashyap, Tsomocos and Vardoulakis  (2014), 
henceforth KTV, that includes all these three  roles 
mentioned above for the financial system. In the KTV 
model, there are three  underlying frictions that 
influence that way transactions are structured and 
the social contribution of the financial system. 
One is the incompleteness of contracts, i.e. not 
all potential contingencies can be spelled out in 
advance. This  means that are some circumstances 
where agents may default inadvertently (or 
perhaps strategically) and potentially these defaults 
spillover to affect others parties in the economy.

A second friction in the KTV model is the assumption 
that borrowers are subject to limited liability. A popular 
narrative about the  GFC holds that some large 
institutions took reckless gambles knowing that they 
would not be held fully accountable for any associated 
losses. By building in limited liability for contracts 
directly into the model this incentive is present.

The third friction is borrowers do not fully appreciate 
the consequences of their actions on the interest rates 
that they face. This is a much more subtle factor than 
the other two and we explain it in detail below. But, 
it is important because it determines the equilibrium 
cost of credit in the economy. One of the strengths of 
the Rosengren approach is to recognise that potential 
threats to stability, not just realised ones can matter. 
To fully account for both types of risks, forward looking 
behaviour must be present and prices must reflect these 
future possibilities.

This brings us to our second principle.

Principle No. 2. Any satisfactory framework for analysing 
financial stability and macroprudential regulation should 
incorporate forward looking behaviour and have prices 
that adjust endogenously to reflect potential risks.
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At a technical level, this principle implies that the 
analysis should be conducted in a general equilibrium 
environment so that the endogenous actions that agents 
take to counteract the various distortions are reflected in 
prices. There are several other reasons to favor a general 
equilibrium approach. By deriving behaviour from utility 
maximisation with rational expectations and market 
clearing, we ensure that the model will specify coherent 
behaviour, even if policy essentially changes the regime 
in which an agent operates. General equilibrium also 
makes welfare analysis, and especially distributional 
questions, amendable to a rigorous treatment. In general 
equilibrium one sees all the indirect effects and 
feedback mechanisms, so that one can judge whether, 
and under what conditions, they can be safely ignored. 
So although the effects we describe below depend on 
the exact parameterisation of the model, the ones we 
emphasise are relatively robust and their strength varies 
quantitatively, but not qualitatively.

At a practical level, this principle opens up a role for 
both ex ante regulation that operates on incentives to 
avoid problems and ex post policies that seek to mitigate 
the damage after bad realisations occur. Many policy 
discussions can be confusing because the environment 
is not rich enough to allow for both these types of 
policies. By respecting this principle we can be assured 
that the framework does not presuppose that either 
the ex ante or ex post approach is necessarily better.

We now turn to a description of the KTV model 
of financial intermediation that embodies these 
two principles. We view this model of more of an 
example of the benefits from adopting this particular 
approach to thinking about macroprudential 
regulation, rather a fully calibrated model that 
would be suitable for using in a quantitative analysis 
of competing regulations. Hence, in explaining 
the model we emphasise the intuition behind 
the way it operates and its qualitative predictions. 
That treatment is sufficient to allow for a high‑level 
comparison of competing regulations even in the 
absence of a tightly parameterised, empirical mode. 

2| A sPecific model  
of finAnciAl intermediAtion

The framework proposed by KTV is an extension 
of the widely studied three‑period model that was 
first developed by Diamond and  Dybvig  (1983) 

(and  explained with a very accessible and 
intuitive example in Diamond, 2007). In Diamond 
and Dybvig (1983) savers have an uncertain demand 
for access to liquid assets and the economy naturally 
delivers opportunities to invest in a highly illiquid 
asset. The loan is not risky in that it has a guaranteed 
high rate of return if the project is allowed to continue 
to completion; so a loan initiated in period 1 can pay 
back with certainty in period 3. If the lender asks for 
early repayment of the loan in period 2, however, 
the amount that can be recovered is far below the 
promised level. The problem is that some depositors 
might have an urgent need for funds in period 2. 
Consequently, if any individual saver opts to make 
a direct loan to fund an illiquid project and then 
discovers that funds are needed in the interim 
period, the early repayment will be very low. So by 
assumption direct lending leaves savers with very 
little available resources in the event that liquidity 
is needed on short notice.

Banks in their model pool the risks regarding liquidity 
needs over many customers. So the bank has no 
advantage in forecasting liquidity needs, or even in 
the proceeds it gets from demanding early repayment 
on any particular loan. But, the bank can guess that 
in normal circumstances most savers will not need 
their money on short notice. So the bank can make 
the following offer to savers: compared to directly 
lending yourself, we offer a deposit contract that 
pays you more in the event that you want to get your 
deposit back in period 2 and less than if you can get 
if you wait until period 3 to be repaid.

The whole reason for impatience in normal 
circumstances is an urgent need for funds, so the 
marginal utility of having the money in the second 
period is high on occasion. Diamond and Dybvig 
assume every depositor has some chance of needing 
money in the interim period and no one knows as 
of period 1 whether they will need the money early 
or not. Accordingly, reducing the variance of the return 
on deposits by giving up some of the extra return from 
being patient in exchange for a higher return when 
a depositor is impatient is appealing to the depositor.

The bank can support this contract by calling in 
extra loans to pay off the impatient depositors, so for 
each depositor who asks for withdrawal in period 2, 
the bank recalls more than one loan to make that 
repayment. With fewer loans outstanding, the total 
amount available in period 3 will be less than the 
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number of depositors who turn out to be patient. 
Diamond and Dybvig suppose that the number of 
depositors (and borrowers) is large, so that the bank 
can make an informed guess about the aggregate 
number of impatient depositors and set the returns 
promised to the patient depositors low enough to 
credibly pay them and the impatient depositors. 
Hence, the bank is in the business of offering 
liquidity insurance.

The problem with this arrangement is that if an 
unexpectedly large number of depositors request 
an early withdrawal, then the arrangement can 
unravel. At a certain point every patient depositor 
can realise that too much has been paid out to 
people withdrawing early, so that by period 3 the full 
promised return will not be available. If all the patient 
deposits could coordinate, they would agree that 
waiting and taking whatever is available gives them 
more than running and seeking an early withdrawal. 
When they all line up to get their deposits back, some 
will wind up getting paid the lower promised return 
for an early withdrawal and others get nothing when 
the bank has called in all its loans. Unfortunately, 
being patient is not individually rational if a depositor 
conjectures that everyone else is going to run. So 
the Diamond‑Dybvig bank is inherently fragile and 
vulnerable to a run that leads to some depositors not 
being paid and a collapse in credit extension where 
loans are called before projects come to fruition.

KTV modify the basic Diamond and Dybvig setup 
in five important ways so that the extended model 
satisfies the two principles proposed in section 1. 
First, they introduce three types of agents: savers, 
bankers, and entrepreneurs. Each of these agents 
is given an endowment in period  1 that can be 
consumed or invested. In addition, the banker begins 
with some equity that is trapped in the bank and can 
only be invested. This creates a natural reason for 
the banker to take funds from the saver and function 
as an intermediary.

A second change is that the entrepreneurs have 
unique access to a risky investment opportunity. 
The entrepreneurs have insufficient funds to operate 
at the efficient scale so they must borrow. The banks 

have a natural advantage at lending and can lend 
more than would be available if the entrepreneurs 
had to borrow directly from the savers. The projects 
that are financed have a stochastic payoff, so unlike 
in Diamond and Dybvig there is intrinsic investment 
risk in the economy.

Third, KTV posit that banks and entrepreneurs are 
subject to limited liability. This creates an incentive 
for both the banks and entrepreneurs to take excessive 
risk, which translates to undertaking more risky 
investment than otherwise. So it is possible that a 
bad outcome will arise because of this gambling to 
exploit the limited liability.

KTV’s fourth change is that savers face a portfolio 
decision in which they can directly invest in a safe 
asset or invest in the bank in the form of either 
deposits or equity. In Diamond and Dybvig the safe 
asset is dominated by making loans and if necessary 
liquidating them early. In KTV, the saver could 
choose to hold the safe asset to avoid the excessive 
gambling by the banks and entrepreneurs. The banks 
can also invest in the safe asset if the discount from 
calling in the loan early is sufficiently high.

Finally,  KTV make an assumption about how 
depositors decide whether or not to run. In  the 
Diamond and Dybvig model, a run can occur because 
of a pure failure to coordinate by the patient depositors; 
in the jargon that is now popular, a random event like 
a “sunspot” could lead to a panic where all the patient 
depositors decide to run (Cass and Shell,  1983). 
KTV instead make the probability of a run a random 
variable which is more likely to occur based on the 
fundamental condition of the bank.1 When the bank 
has more risk because of increased lending, the 
probability of a run increases. Likewise, when the 
bank is more levered, i.e. has higher deposits relative 
to equity, a run is also more likely.

Together these ingredients are enough to create a 
very rich environment that facilitates both a role 
for regulation and different outcomes depending 
on the form that regulation takes. One important 
consideration is that there are still not enough assets 
for savers to fully hedge the risks that they face. 

1 Goldstein and Pauzner  (2005) show that this kind of result can be derived formally in a model that is in the spirit of Diamond and Dybvig  (1983). 
In the Goldstein and Pauzner setup the savers each receive noisy signals about the health of the bank and must form beliefs about whether the other depositors 
will run. They show that an equilibrium of the sort constructed by Morris and Shin (1998) exists, i.e. depositors will run only when their signal is below a threshold 
determined by fundamentals. Thus, the ex ante probability of a bank-run is computed uniquely as a function of other endogenous variables.
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So they need to choose how much to save using 
deposits, bank equity and the safe asset to control 
the risk taking incentives created by limited liability.

The distorted incentives of the banks and 
entrepreneurs to gamble also affect outcomes in 
a second more subtle way. The limited liability 
puts a floor on private payoff to the bank and the 
entrepreneur from taking more risk. When the 
saver makes an investment in the bank, the saver 
understands the risk taking incentives of the bank 
and demands appropriate risk adjusted returns to 
compensate for the risk. Likewise, when the bank 
lends to the entrepreneur, the bank recognises 
the entrepreneur’s  temptation to adjust risk and 
appropriately prices its loan to account for this.

So although the interest rates (and required return on 
bank equity) reflect the risk in the economy, both the 
bank and the entrepreneur take the prices as given. 
Hence, neither the bank nor the entrepreneur fully 
internalises the effect that their own actions have 
on the prices they face. As is usually the case in 
these situations, this means that the privately optimal 
choices made by the bank and the entrepreneur 
will not match the socially optimal choices. 
For example, a social planner would recognise that 
if the bank is less aggressive about exploiting its 
option to default on deposits it could raise deposits at 
a lower interest rate. So the bank and the saver might 
both reach different decisions were the feedback 
from risk‑taking to lower interest rates was taken 
into account. But, the bank left to its own does not 
perceive anyway to commit not to gamble, so the 
feedback effect is ignored in its decisions.

Given these KTV assumptions, and various parametric 
assumptions about risk aversions, endowments, and 
the risk of investment project, the model can be 
solved for a set of allocations. KTV calibrate their 
parameters so that the baseline equilibrium has the 
saver making both deposits and equity investments 
in the bank. The bank lends to the entrepreneur and 
invests in some safe assets to cover early expected 
withdrawals (so that early loan liquidations can 
be avoided.) In the equilibrium, there is a positive 
probability of a run, because the bank does not fully 
recognise that its lending and borrowing choices 
affect the prices it pays. So it uses more deposit 
funding to exploit the default option that would be 
optimal if it recognised the effects on interest rates 
from doing so.

3| regulAtion

Regulation in the KTV model serves two purposes. 
First, as just described the agents do not fully 
internalise the effects of a run. So the private 
optimum will have an inefficiently high probability 
of a run. A run is destructive and lowers the welfare 
of all the agents: depositors do not get fully paid, 
the bank and the saver have their equity wiped out, 
and loans are liquidated early which harms the 
entrepreneur. Regulation to reduce the probability 
of a run can potentially be Pareto improving.

Second, as also explained, the limited liability 
assumption means that the borrower and the bank 
have an incentive to take excessive risk. The saver 
recognises these incentives in deciding how much 
to invest in the bank and the bank accounts for this 
when pricing its loan. But these price effects are not 
sufficient to overcome the distortion. Despite the 
higher interest rates, the limited liability assumption, 
on the margin, always leads to overinvestment. 
Provided that a bank‑run has been controlled by other 
regulations, stopping the excessive risk‑taking cannot 
be Pareto improving; the agents that are engaging 
in the gambling, will not want to be prevented from 
doing so.

The model thus embodies the two narratives that 
dominate the discussions of the crisis: excessive 
risk‑taking and funding runs. Models that fail to 
respect our two principles are much more likely to 
exclude one of these possibilities. The purpose and 
effect of regulation are also likely to differ in models 
where eliminating distortions makes all agents 
better off, compared to models where eliminating 
distortions help some agents at the expense of others. 

There are many tools that can be used to fix these 
two distortions. We briefly review five alternatives. 
The first one is raising banks’ capital requirements. 
Higher capital requirements have multiple effects. 
The direct effect is to reduce the vulnerability of the 
bank to a run by reducing the reliance on deposit 
financing. Eliminating the run helps all three types 
of agents.

But, higher capital requirements indirectly exacerbate 
the limited liability problem. Higher  capital 
requirements can only be achieved by when the 
bank induces the saver to buy more bank equity. 
When the saver buys more equity, the bank is offering 
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less risk‑sharing to saver. So this creates a powerful 
incentive for the banker to take more investment risk. 
Intuitively, substituting equity funding for deposit 
funding will reduce the required amount of liquid 
assets that the bank needs to hold, which frees up 
capacity to lend more. Quantitatively the direct effect 
of capital requirement tends to dominate the indirect 
effect so that the risk of a bank run still falls when 
capital requirements are increased.

A second tool is liquidity requirements. KTV model 
this regulation in the spirit of the liquidity coverage 
ratio which specifies the percentage of safe and 
risky assets. Left to themselves, banks only will 
hold safe assets to service their expected deposit 
outflows by the impatient savers whenever the cost 
of liquidating loans becomes very expensive. If the 
regulator forces banks to hold additional safe assets, 
the banks will endogenously respond by recognising 
that these assets allow them to raise more deposits. 
As the banks raise deposit funding and shrink 
equity financing, the benefits of the extra liquidity 
in preventing runs are reduced. The higher use of 
deposit finance also exacerbates the limited liability 
problems. Liquidity requirements of this type are 
less effective than capital regulation in overturning 
the distortions in the model.

A third possible regulation is deposit insurance. 
In the original Diamond and Dybvig model deposit 
insurance is a very attractive regulation because it 
wipes out the possibility of run without creating 
other problems. In the KTV model, deposit insurance 
does eliminate a run, but it severely encourages the 
banks to gamble. The banks load up on deposits 
at the expense of equity, and lend aggressively. 
Deposit insurance thus proves to be a two‑edged tool.

A fourth potential regulation is the imposition of 
loan‑to‑value restrictions. This kind of regulation 
forces the entrepreneurs to consume less in period 1 
and borrow less to finance their investment. 
This reduces the spillovers to the bank and the saver 
from a failed investment. The greater self‑funding 
by the entrepreneur encourages the bank to fund its 
lending with deposits rather than equity. So there are 
competing effects for whether a LTV requirement 
will raise or lower the probability of a run: the 
reduced lending by the bank and higher LTV ratio 
makes a run less likely, but the desire by the bank 
to exploit the protection of limited liability leads it 
to use more deposit financing which makes a run 

more likely. The net effect on the probability of a 
run depends importantly on the parameter choices. 
Nonetheless, by crimping credit extension and having 
the banks offer less risk‑sharing to the entrepreneurs, 
entrepreneurs are typically much worse off under 
this regulation in isolation.

Finally, it is possible to impose a tax on dividends 
paid by the bank on its profits. A dividend tax reduces 
the appeal of equity financing, so the bank and 
the saver want to shift towards funding loans with 
deposits. This leads to a reduction in interest rates on 
deposits which further helps the banks and hurts the 
savers. The increased use of deposit finance means 
the bank’s gambling is amplified, so that dividend 
taxes in isolation will not help reduce the risk of bank 
runs. This tool will benefit the bank at the expense 
of the savers.

From this brief tour of the various regulatory options we 
draw three important conclusions. First, accounting 
for the general equilibrium effects that arise from the 
endogenous choices of the agents in response to their 
incentives is important. The baseline equilibrium that 
obtains in the absence of any regulation has several 
subtle properties that emerge because of the forward 
looking behaviour of the agents. More importantly, 
only by recognising the countervailing choices that 
the agents will take once a regulation is imposed can 
we understand how they operate.

Second, once we have enough frictions in the model 
to allow the financial system to perform all three of 
its functions, no single regulation is enough to 
correct all the distortions. The problems associated 
with limited liability and runs are very different 
and we see that tools that fix one of them can often 
exacerbate the other.

Third, the ways that the different regulations 
operate, even to solve a similar distortion, can be 
very different, meaning that the consequences 
for different agents will vary. Generically, the 
bank’s gambling to exploit limited liability is usually 
bad for savers, so policies that reduce the bank’s use 
of deposit financing help the savers at the expense 
of the bank. Conversely, restrictions on the asset 
side of the bank’s balance sheet may not constrain 
the bank’s ability to gamble. So even though the risk 
of a run can be mitigated by working on either the 
asset or liability choices for a bank, the fallout from 
the policies will differ.
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4| conclusions

The point of our brief tour of the KTV model is merely 
to show the rich and subtle ways that regulations can 
manifest themselves. The absence of any generally 
agreed upon principles, let alone the lack of a workhorse 
model, makes it easy to miss some of the interactions 
that we believe are important. We see the KTV model 
as a first step in a promising direction, rather than 
a complete framework that is ready to be used to 
quantitatively explore various regulatory options.

Nonetheless, the KTV model already leads us to 
three robust conclusions. First, in models that are rich 
enough to realistically capture the different roles of 
the financial system, the different roles are likely to 
be justified by a variety of frictions. Put differently, it 
is well understood that the form of financing for a firm 
only matters when the assumptions underlying the 
Modigliani and Miller capital structure irrelevance 
propositions fail. We think that to explain the various 
contributions of the financial system to supporting 
economic activity, several of these assumptions 
must fail. Our cursory exploration of the KTV model 
suggests that correcting all of the distortions caused 
by the frictions will require multiple regulatory tools.

Second, using the limited set of tools which we 
described to attack the various distortions have very 
different allocational effects. One of the assumptions 
in the KTV model is that markets are not “complete”, 
meaning that complete hedging is impossible and 
default is a possible outcome. In that case, there are 
not going to be market based schemes (and associated 
prices) to evaluate the full social costs of transfers of 
resources from one agent to another. A social planner 
in these circumstances will have to decide how much 
weight to place on various agents to evaluate policies. 
This makes it much harder to rank and compare 
alternative policies.2

Finally, the fact that competing policies have such 
potentially different allocational effects creates 
strong incentives for the disadvantaged parties to 
try to evade the regulations. One prominent feature 
of the last crisis was the role that regulatory arbitrage 
played in making the risks in the financial system 
more opaque and vulnerable. The KTV framework 
does not allow for regulatory arbitrage, nor do 
most other models that are used in discussions of 
macroprudential regulation. This is an important 
defect of these models and a critical area for 
future research.

2 This is a much more general issue. Welfare analysis in models with incomplete markets is not straightforward.
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In this paper, the authors analyse the rationale for and effectiveness of macroprudential capital tools. 
They first present the limits of the traditional approach to bank capital regulation and the reasons 
why developing a more holistic approach is deemed appropriate. They then assess the effectiveness 
of capital tools (namely capital requirements, countercyclical capital buffers and sectoral risk weights) 
from a macroprudential perspective in the context of a dynamic general equilibrium model that features 
the default of the various classes of borrowers (banks, households and firms). Three main results 
stand out from this exercise: (i) there is generally an optimal level of capital requirements; (ii) the lower 
the banks’ capital ratio (or the higher their leverage), the greater the scope for amplification of real and 
financial shocks; (iii) a moderate degree of countercyclical adjustment of capital requirements may 
significantly improve the benefits of setting these requirements at a high level.
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One of the main policy responses to the recent 
financial crisis has been to refocus prudential 
regulation on the overarching objective 

of financial stability. As a result, expectations are 
currently high in policy circles surrounding the 
ability of newly introduced macroprudential policies 
to prevent systemic risk, limit procyclicality in the 
financial system and mitigate the negative impact 
of these factors on the real economy. So far, apart 
from a few exceptions such as aggregate loan‑to‑value 
ratios or dynamic provisioning, the macroprudential 
toolkit mostly consists of standard microprudential 
tools which, following the addition of a time varying 
component (or the possibility of modifying them 
over time), are expected to be used with a rather 
different, more macroeconomic, perspective. 
Within this set of instruments, capital tools play a 
key role. The new regulatory standards introduced 
by the Basel Committee (Basel III) and the proposals 
of the Financial Stability Board (FSB) are important 
illustrations of this new trend. 

Little is known, however, about the effectiveness 
of these instruments from a macroprudential 
perspective, and policymakers still lack the 
necessary analytical frameworks to fully understand 
how they operate and affect the real economy. 
In addition, macroprudential tools are likely to affect 
agents’  incentives and can have different welfare 
implications for different classes of agents, which are 
all of policy relevance. In this contribution, we try to 
address these issues. First, we review the rationale 
for introducing macroprudential capital tools. We 
then present the main features of a macroeconomic 
model that we developed with the aim of assessing 
macroprudential policies: we focus on its key 
ingredients and core mechanisms.1 Finally,  we 
analyse the responses of our model to a rich set 
of real and financial shocks. Using a tentative but 
nonetheless realistic parameterisation, three main 
results stand out from our analysis: (i) we find 
that there is generally an optimal level of capital 
requirements. While they reduce the distortions 
caused by limited liability and safety net guarantees, 
therefore resulting in lower bank defaults and better 
allocation of credit, they may also be excessively 

contractionary if set at too high a level; (ii) the lower 
the banks’ capital ratio (or the higher their leverage), 
the greater the scope for shock amplification; 
therefore, high capital requirements tend to insulate 
the economy from the additional amplification 
caused by bank fragility, which is only sizeable when 
the risk of bank failure is significant; (iii) a certain 
degree of countercyclical adjustment of the capital 
requirements may significantly increase the benefits 
of setting these requirements at a high level.

1| the rAtionAle 
for mAcroPrudentiAl cAPitAl tools

There is a longstanding but rather inconclusive 
body of literature discussing the rationale for capital 
regulation. For some, like Admati et al. (2010), the 
benefits of high capital requirements are clear: 
having more capital increases banks’ loss absorption 
capacity and reduces their probability of default. 
High requirements also reduce banks’ incentives to 
take on risk, especially when deposit insurance exists, 
so in this context they serve as a means of controlling 
moral hazard problems. For others, like Allen and Gale 
(2002), in the absence of a welfare‑relevant pecuniary 
externality, banks will choose the optimal capital 
structures themselves, without the need for capital 
regulation. At the same time, the banking industry 
itself complains that high capital requirements 
increase its cost of funding, and tends to emphasise 
the adverse effects of these requirements on credit 
supply and on the real economy.2

It can be argued that empirical and policy 
developments have so far played a greater role 
than economic theory in designing and shaping 
capital regulations. Moreover, while previous papers 
have discussed the macroeconomic implications of 
capital regulation, very few address the analysis 
in a fully fledged dynamic macroeconomic setup. 
The market failures revealed by the recent financial 
crisis probably make a stronger case for analysing 
bank capital regulation from a macroeconomic or 
macroprudential perspective.

1 All technical details and results can be found in Clerc et al. (2014).
2 See for instance the paper by Levy-Garboua and Maarek in this issue of the Financial Stability Review.
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1|1 The standard rationales  
for capital regulation

According to Hellwig (2008), there are at least 
three rationales for imposing capital requirements: 
(i) Equity capital can act as a buffer against negative 
shocks, and hence against the risk of insolvency; 
(ii) Equity capital requirements can curb excessive 
risk‑taking by bank managers; (iii) Capital regulation 
provides room for intervention by the supervisor at a 
time when the bank is not yet subject to insolvency 
proceedings.

However, as pointed out by Hellwig, these rationales 
have the following shortcomings.

First, the objectives of capital regulation are unclear 
as standard capital regulation cannot be used for 
all three of the above‑mentioned purposes at once. 
For example, if capital is designed to work as a buffer, 
it should be possible to consume it during periods 
of distress. However, this might conflict with the 
two other objectives. Moreover, strictly enforcing 
capital requirements in each period may even 
increase a bank’s insolvency risk if it induces the 
fire‑sale of some of its assets.3

Second, the dynamics of capital regulation are 
neglected.4

Third, the systemic dimension of capital regulation 
is ignored.

1|2 The rationales for macroprudential 
capital tools

These shortcomings have been partly addressed 
by the new set of regulations recently proposed by 
the Basel Committee and the FSB. In addition, the 
Capital Requirements Directive (CRD IV) and Capital 
Requirements Regulation (CRR), which have been in 
force in the European Union since 1 January 2014, 
have endowed national and European authorities, 
such as the European Central Bank, with clear 
macroprudential responsibilities. 

First, capital requirements have been reinforced 
both quantitatively and qualitatively under Basel III. 
This still reflects the standard rationale which is to 
increase banks’ loss absorption capacity by asking 
them to hold significantly more capital, but in the form 
of common equity Tier 1. A capital conservation buffer 
of 2.5% has been added to the minimum level of 4.5% 
common equity Tier 1 capital, in order to ensure that 
banks build up capital buffers outside periods of stress 
which can be drawn down as losses are incurred. 
These buffers can serve to trigger early supervisory 
monitoring in the event the capital base of a bank 
is eroded, or even some form of early supervisory 
intervention (constraints on dividend distribution, 
share repurchases and executive compensation). 
They may also trigger early conversion of bail‑inable 
instruments (e.g.  contingent convertibles when 
available). In this way, the dynamics of capital are 
partly accounted for.

By factoring in off‑balance sheet exposures, the 
revised requirements also take into account banks’ 
exposures to the shadow banking system (something 
which will be complemented with the large exposure 
regime which is currently under revision). 

Basel  III also introduces two macroprudential 
instruments in the form of a leverage ratio and a 
countercyclical capital buffer. The first instrument is 
supposed to act as a backstop to capital requirements 
in case risk‑weighted assets fail to provide a proper 
measure of bank exposures. It explicitly aims to contain 
banks’ leverage and limit the excessive distribution 
of credit. The motivation for adding countercyclical 
elements to capital requirements stems from the 
concern that risk‑sensitive capital requirements 
may contribute to the cyclicality of credit supply, 
potentially making capital requirements too low in 
the expansionary phase of the business cycle and 
too high during downturns.5

The systemic dimension of capital requirements has 
been a key focus of the FSB, as part of its objective of 
reducing the distortions caused by the “too‑big‑to‑fail” 
problem.6 This effort is taking the following form: 
(i) the identification of global systemic institutions, 
be they banks, insurers, infrastructures (like central 

3 See Gersbach (2009).
4 Hellwig refers here to the fact that traditional models sustaining capital regulation relies on two-period setup.
5 See Repullo and Suarez (2013).
6 See for instance FSB (2013).
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counterparts) or unregulated institutions (shadow 
banks). The methodology for this is based on several 
indicators, such as size, global activity, complexity, 
substitutability and interconnectedness; (ii)  the 
establishment of an additional loss absorption 
capacity: global systemic institutions are asked to 
increase their going‑concern capital to reduce the 
need for public bail‑outs to the maximum extent 
possible. This objective is consistent with efforts to 
identify the structure of existing financial networks 
and the goal of imposing higher capital requirements 
on the most interconnected institutions;7 (iii)  the 
introduction of more effective resolution regimes, 
in order to resolve failing financial institutions in 
an orderly and expeditious manner without causing 
severe systemic disruptions or cost to the tax payers. 

The systemic capital buffers, introduced in the 
European  Union by CRD  IV, are yet another 
layer of capital designed to tackle systemic 
risk. They provide the competent or designated 
macroprudential authorities with the power to 
increase capital requirements for all institutions 
or subsets of institutions in order to address the 
build‑up of financial imbalances, either at a sectoral 
or regional level.

Most justifications for requiring banks to hold 
minimal amounts of capital are based on the premise 
that, without these requirements, banks would 
neglect a significant fraction of the social costs that 
their failure might cause to the financial system or 
to the economy at large. Our analytical framework 
captures this idea formally by combining three key 
sets of frictions. 

The first consists of frictions connected to 
external financing which, in the model, is based 
on standard debt contracts. These frictions may be 
due to informational asymmetries which lead to 
adverse selection, and typically produce distortions 
and deadweight losses that are increasing in the 
probability of default of the borrower. We formally 
capture these frictions by assuming the existence 
of bankruptcy costs, which may restrict access to 

credit and, in the absence of other distortions, result 
in too little borrowing compared with a first best 
world (consider, for instance, the role of uncertainty 
regarding the financial soundness of banks in the 
dynamics of the recent financial crisis and the 
associated deleveraging process in the subsequent 
recession). 

The second set of frictions stems from the existence 
of explicit or implicit government guarantees, which 
provide banks with the incentive to take on risk at the 
expense of the deposit insurance agency or the tax 
payer more generally. This may result in excessive 
lending and borrowing (or excessive gambling), 
especially when bank leverage is high. The growth 
and cheap cost of credit during the last part of the 
expansionary phase leading up to the recent crisis, 
and even the delays in the adjustment of bank balance 
sheets observed in some European countries during 
that crisis, are possible manifestations of agents’ 
expectations of public bailouts.8

The third set of frictions is the presence of 
pecuniary externalities, which can produce the sort 
of feedback loops witnessed during the financial 
crisis between bank balance sheets and asset prices, 
resulting in excessive volatility of asset prices and of 
macroeconomic variables in general. The pecuniary 
externalities arise because agents generally do not 
internalise the effect of their actions (e.g. borrowing 
and lending decisions) on the prices of housing and 
physical capital, which in turn affect their collateral 
constraints and net worth. 

2| A frAmeWork for Assessing 
mAcroPrudentiAl Policies

In order to properly incorporate the financial frictions 
and distortions mentioned above and capture their 
implications for the broader economy, a meaningful 
model for analysing macroprudential policy should 
put financial intermediation at centre stage. In this 
section, we present the main features of our model.

7 See for instance Clerc, Gabrieli, Kern and El Omari (2014) for an illustration of the CDS market.
8 See for instance Clerc (2008).
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2|1 The key ingredients 

Our model first incorporates non‑trivial financial 
intermediation performed by banks. The banks 
are endowed with equity capital by their owners, 
obtain outside funding in the form of partly insured 
deposits and provide mortgage loans to households 
and corporate loans to firms. In contrast with many 
other models in the literature, our model explicitly 
allows for positive and time varying default rates 
among all borrowers, including banks. 

We try to put the following ingredients together 
in a coherent manner in our model: (i) non‑trivial 
lending and borrowing decisions in the household 
sector, with some households demanding bank 
loans for the purchase of housing, (ii) non‑trivial 
borrowing decisions in the corporate sector, with firms 
demanding bank loans for the funding of their capital 
accumulation, (iii) non‑trivial default risk for all 
classes of borrowers, including deposit‑taking financial 
intermediaries, (iv) a net worth channel operating 
at the level of each leveraged sector, i.e.  indebted 
households, indebted entrepreneurs and leveraged 
banks, and (v)  a bank funding fragility channel, 
which operates through a premium requested by 
risk‑averse depositors who suffer some deadweight 
losses (transaction costs) when banks default.

In contrast with other models, ours relies on 
heterogeneity to accommodate the coexistence of 
borrowing and lending among households and the 
existence of some interior failure rates for each 
class of borrowers. There are patient households, 
who are the savers in the economy, provide 
deposits to banks and own the firms, and impatient 
households, who borrow from banks to buy their 
houses. There  are also entrepreneurs, who are 
specialised in maintaining the productive capital 
of the economy, which they buy with bank loans 
and with their own net worth, and bankers who 
are the exclusive providers of equity funding to the 
banks. Banks are modelled as one‑period perfectly 
competitive financial intermediaries, owned by the 
bankers and specialised either in mortgage or in 
corporate lending. These banks enjoy and try to fully 
exploit the benefits provided by limited liability and 

deposit insurance. In this set‑up, capital requirements 
play a key role in limiting excessive leverage and 
risk‑taking by banks.

Agents from each of the three classes of borrowers 
(i.e.  households, firms and banks) default when 
the aggregate or idiosyncratic shocks that affect 
their repayment capacity (or the assets posted as 
guarantees) make them unable or unwilling to pay 
back their debt. Individual households default when 
their house is worth less than the (non‑contingent) 
promised debt repayment. Entrepreneurs default 
when the gross returns of their activity make them 
unable to pay the fixed repayment associated with their 
loans. Lastly, banks default when the returns on their 
assets (i.e. the corresponding portfolio of mortgage 
or entrepreneurial loans) are insufficient to pay the 
depositors in full. As in the costly state verification 
literature, all of these forms of default produce 
deadweight losses for the corresponding lenders (banks, 
depositors) or guarantors (the deposit insurance agency).9

The rigorous micro‑foundations of our model allow 
for an explicit welfare analysis of capital regulations 
(and potentially broader classes of macroprudential 
regulations). This welfare analysis is conducted 
in the same spirit as the Bank for International 
Settlements (2010) and Miles et al. (2013) but, arguably, 
in a more compactly integrated model that could 
be expanded to fit both numerous macroprudential 
extensions and some core‑macroeconomic extensions 
(such as, for example, nominal rigidities and the 
interaction of macroprudential with monetary policy).

2|2 Implicit subsidies, risk‑taking 
and capital requirements

The model emphasises the distortions due to the 
presence of limited liability and deposit insurance, 
which, in the absence of regulation, encourage banks 
to take excessive risk. 

Limited liability combined with deposit insurance 
subsidises banks’ rate of return on equity by partly 
insulating their cost of funding from their own 

9 In spite of the presence of deposit insurance, we assume that depositors incur some transaction costs (perhaps due to delays and legal tangles) when their banks 
fail, so deposit insurance is “partial” in this very sense.
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risk‑taking. Banks enjoy unlimited upside from success 
but have the option of leaving very large losses to the 
deposit insurance fund. As a result of this subsidy, 
financial institutions become more profitable and 
more willing to supply loans at lower lending spreads. 

Since undercapitalised banks are more likely to fail, 
the limited liability subsidy discussed above becomes 
important at low capital ratios. Charts 1 show the 
effects of an adjustment in capital requirements on 
the probability of bank default, the limited liability 
subsidy and the level of the lending rate.

As can be seen from these charts, the implicit 
subsidy is maximised when capital requirements 
are low, allowing banks to lend at extremely low 
rates, possibly leading to excessive and inefficient 

lending. Banks improve their return on equity but 
simultaneously increase their default rate, thereby 
imposing non‑internalised deadweight losses on 
other agents and a potential overextension of credit.

2|3 The main mechanisms 
and propagation channels

Excessive risk‑taking therefore takes the form of 
credit overextension and is accompanied by excessive 
default and excessive deadweight losses due to default. 
In our model, defaults result from the exposure of the 
various borrowers to both systematic shocks (like total 
factor productivity and capital depreciation shocks) 
and idiosyncratic shocks (which capture, for example, 

Charts 1
Capital ratios limited liability and implicit subsidy

(x axis: capital ratio, y axis: percentage points)

a) Limited liability subsidy b) Net leveraged rate of return on equity
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individual income risk and incomplete risk‑sharing 
in the case of households, individual performance 
shocks in the case of firms, or specialisation and 
imperfect diversification in the case of banks). 

The transmission of shocks occurs through the 
dynamics of three interconnected net worth 
channels (the wealth of households, entrepreneurs 
and bankers, which plays an important role in their 
borrowing decisions), and a risk premium that makes 
the cost of banks’ deposit funding increasing in the 
perceived risk of bank failure, (due to the costs not 
covered by deposit insurance).10

In this context, systemic risk is the result of the 
amplified propagation (via net worth effects, default 
risk and limited liability distortions) of exogenous 
shocks throughout an economy with a rich structure 
of financial linkages organised around banks.11

3| mAin results

In order to assess the effectiveness of macroprudential 
capital tools, we expose our model to a rich set 
of adverse shocks (like total factor productivity, 
depreciation or bank risk shocks) and study the 
response of the economy under various levels of bank 
capital ratios. The model parameterisation is highly 
tentative though broadly based on euro area data.

3|1 There is generally an optimal level 
of capital requirements

Our set‑up first provides a clear rationale for capital 
regulation, which is that it arises as a welfare‑improving 
response to excessive risk‑taking by banks. 
Importantly, banks’ equity funding in the model is 
limited by the wealth endogenously accumulated 
by the bankers who own and manage the banks. 
So capital requirements reduce bank leverage, bank 
failure risk and the implicit subsidies associated with 
deposit insurance. Simultaneously, they also force the 
banks to make a greater use of bankers’ limited wealth. 
This second aspect means capital requirements have 

a potential impact on the cost of equity funding (due 
to its scarcity in the short run) and on the pattern 
of wealth accumulation by bankers (in the medium 
to long run). Lower leverage and, in the short run,  
a higher cost of equity funding lead banks to extend 
less credit and reduces their fragility. However, at 
too high a level, capital requirements may become 
excessively contractionary, so the optimal level of the 
capital requirements is generally lower (see Chart 2 
below, which is taken from the background paper and 
relies on the notation explained therein). This provides 
some scope for the countercyclical adjustment of 
capital ratios, the effectiveness of which then depends 
on the nature of the shocks affecting the economy 
and the actual level of the capital ratios. 

The analysis first identifies the socially optimal level 
of capital requirements (for each class of banks in 
the model, namely mortgage lending and corporate 
lending banks) and then assesses their contribution 
(relative to some lower benchmark levels) in terms 
of both long‑term performance (steady state) and 
short‑term performance (modifying the amplification 
and propagation of aggregate shocks). One conclusion 
is that the optimal capital requirements provide 
substantial benefits to the economy by neutralising 

Chart 2
Social welfare gains with respect to capital 
requirements
(x axis: ϕF )
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Source: Authors’ calculations.
Note: Social welfare gains are the weighted average of the steady-state gains (or 
losses) experienced by the representative agent of each class (patient and impatient 
households, entrepreneurs and bankers) measured in certainty-equivalent 
consumption terms. The weights are given by the consumption shares of each 
class of agents under the initial reference policy ( t

Fϕ =0.08, t
Hϕ =0.04), where t

Fϕ  
and t

Hϕ  respectively stand for the capital requirements on business and household’s 
mortgage loans (or risk-weights). Alternative policies involve the value of t

Fϕ , 
described in the horizontal axis, and t

Hϕ  ( t
Hϕ = t

Fϕ ‑0.04).

10 For some empirical evidence on the existence of such a premium, see Brown, Guin and Morkoetter (2013).
11 The explored (but not fully developed) blocks on securitisation and liquidity risk would add new sources of contagion and a role for liquidity regulation to the 

structure of the core model. 
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the effects of the deposit insurance distortion on the 
long‑run supply of credit. They also imply lower bank 
fragility and, consequently, lower deadweight losses 
in the event of default by the final private sector 
borrowers. As for the short‑term effects, the optimal 
capital requirements insulate the system almost 
completely from the above‑mentioned additional 
amplification caused by bank fragility (which is only 
sizeable when banks’ risk of failure is significant). 
Of course, when the bank failure risk is very small, 
tightening the capital requirements further has a 
limited impact on the already tiny residual bank 
fragility, and continues to depress the supply of loans, 
generating a negative impact on the real economy 
and on welfare. So increasing the level of the capital 
requirements is not an unlimited free lunch.

3|2 High bank leverage is conducive 
to financial amplification

Default risk increases with leverage, and the 
deadweight losses caused by a default imply a decline 
in net worth that conditions the financing capacity 
of the economy in subsequent periods. In fact, 
we find that when bank leverage is high (because 
capital requirements are low), the economy is more 
responsive to shocks (see Charts 3). 

This happens because at low capital ratios, negative 
shocks have a large impact on bank capital ratios 
and funding costs, causing negative feedback loops 
between banks’ financial health and aggregate 
economic activity. When capital ratios are high, 
shocks do not affect bank solvency and the feedbacks 
that drive amplification are eliminated.

3|3 A countercyclical adjustment 
of capital ratios may significantly 
improve the benefits  
of high capital requirements

In this context, it makes a lot of sense to ask whether 
adjusting capital requirements in response to adverse 
shocks can reduce amplification or improve welfare.

We find that the countercyclical adjustment of capital 
ratios may significantly improve the benefits of high 
capital requirements, but once again only up to 

Charts 3
GDP responses to a negative productivity shock  
with different levels of bank leverage
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Source: Authors’ calculations.
Note: “Benchmark” describes the economy with t

Fϕ =0.08 and t
Hϕ =0.04. 

“High capital requirement” describes the economy with t
Fϕ =0.11 and t

Hϕ =0.07. 
“High financial distress” describes an economy with a variance of the idiosyncratic 
shock to banks’ performance higher than in the baseline parameterisation. 
“No bank default” describes an economy in which the variance of the idiosyncratic 
shock to bank performance is zero. GDP is defined as net of bankruptcy costs 
due to default. It is therefore a measure of “net output”.
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a certain level. Beyond that level, the adjustments 
are counterproductive as they increase bank fragility 
(see Charts 4).

In fact, this is what happens when the reference capital 
requirements are ex ante too low: any further relaxation 
in response to a negative shock can be harmful. 
A countercyclical reduction in the requirements 

should, at first glance, relax bankers’ participation 
constraints (and allow the bank to charge lower loan 
rates on a larger amount of loans), but if bank fragility 
gets more severe, the increase in banks’ funding costs 
due to the increase in the deposit risk premium, may 
well offset the intended impact of the countercyclical 
adjustment, resulting in a net detrimental effect to 
credit supply and GDP.

Charts 4
Countercyclical capital adjustments at high capital levels

a) GDP
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C) Average default banks
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Source: Authors’ calculations.
Note: A bank risk shock is an idiosyncratic shock to each bank’s ability to extract payoffs from its loans. A depreciation shock is a shock to the depreciation rates of 
capital and housing. “High capital requirement” describes the economy with t

Fϕ =0.11 and t
Hϕ =0.07. “High capital requirement + countercyclical capital buffer (0.3)” 

describes the economy in which the capital ratio reacts to the percentage deviation of total loans (corporate and mortgage) from their steady state values, with a 
coefficient of 0.3. GDP is defined as net of bankruptcy costs due to default. It is therefore a measure of “net output”.
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4| conclusion

Financial stability is a complex and multi‑faceted 
objective. It is therefore likely that policymakers 
will need to combine various macroprudential tools 
to achieve this goal. This article focuses on capital 
tools. While we generally find value in imposing 
high capital requirements, we also show that the 
overuse of these instruments may lead to suboptimal 
wealth redistribution and too much or insufficient 
credit. For instance, our analysis suggests that 
very high capital ratios (e.g. the value of 25% 
recently proposed by Admati and Hellwig, 2013) 
might be excessively restrictive. In  our model, 
capital requirements set at such a high level would 
excessively restrict credit and economic activity 
while only marginally reducing default rates and 
their associated distortions, resulting in a net 

welfare loss. This suggests that the proper design 
of macroprudential policies requires an explicit 
assessment of their welfare implications using an 
appropriate quantitative framework.

Our model is one attempt to develop this type of 
quantitative framework. It is part of a recent strand 
of literature12 which emphasises the role of external 
financing frictions affecting banks in the propagation 
of shocks. However, much remains to be done to 
extend these frameworks to capture features such as 
the non‑linear dynamics that characterise financial 
crises or the interaction between the regulated 
and shadow banking systems, which are arguably 
key aspects of systemic risk. For these reasons we 
are working on extending our model for future 
applications, through the introduction of features 
such as liquidity risk and securitisation. 

12 See for instance Gertler and Karadi (2011); Gertler and Kiyotaki (2011); Gertler, Kiyotaki and Queralto (2012); Martinez-Miera and Suarez (2013).
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The housing market is a central macroprudential policy concern in France due to the significant proportion 
of residential property loans in bank balance sheets and the high weight of housing in household wealth. 
The surge in house prices at the start of the 2000s means we cannot rule out the risk of a bubble or a sharp 
downward correction, even though prices currently seem to be stabilising. However, if the evolution of 
house prices does start to pose a threat to financial stability, French authorities have access to a number 
of macroprudential tools that can be used to modify trends in factors such as the provision of housing 
loans. Using a model, this article attempts to examine the impact of measures which directly or indirectly 
influence loan interest rates and maturities, or the size of repayments in relation to household income. 
The empirical results show that these measures have a significant impact on trends in home lending, 
but a more limited impact on house prices due to the way variations in lending affect housing supply.

The housing market: 
the impact of macroprudential measures in France

sanVi aVouyI‑DoVI and rémY LeCaT 
Microeconomic and Structural Analysis Directorate
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Past experience of booms and busts in house 
prices and their effect on the banking system 
(Glaeser,  2013) shows how important the 

supervision of the housing market is to financial 
stability. Macroprudential policies play a key role 
in this supervision. As  a result, the European 
Capital Requirements Directive CRD IV and the 
French Banking Law of  2013 have introduced 
macroprudential tools specifically targeted at the 
property sector, notably sectoral capital instruments 
and constraints on lending criteria.

In France, the construction sector accounted for 
6.3% of value added  (in value terms) and 8.3% 
of jobs in  2012. Households spent an average 
24% of their gross disposable income on housing 
over the period (Institut de l’épargne immobilière 
et foncière – IEIF, 2013), while 48% of their gross 
wealth was invested in real estate (Arrondel, Roger 
and Savignac, 2013). Changes in the housing market 
can thus have an impact on the French economy, 
even though their direct influence on household 
consumption is limited in comparison with other 
countries (Arrondel et al., 2014).

French banks are primarily exposed to real estate 
risk through their business of providing housing 
loans. However, their sensitivity to movements in 
the housing market depends on the strategies they 
have in place to secure their lending. More than half 
the housing loans granted in France are secured with 
an institutional guarantee (cautionnement) rather 
than a mortgage (Autorité de contrôle prudentiel et 
de résolution – ACPR, 2013). This form of guarantee 
encourages banks to place greater emphasis on the 
solvency of the borrower than on the quality of the 
asset pledged as collateral (the mortgage). In the 
event of a default by the borrower, the company 
granting the guarantee reimburses the bank out of 
a pool of funds and then tries to recover its losses 
from the borrower. Unlike with mortgages, however, 
their debt has no seniority status. As a result more 
attention is paid to the probability of a borrower 
default, leading to the selection of higher quality 
loans. French banks thus insist on limiting loan 
repayments (principal and interest) to 33% of a 
borrowing households’ disposable income. Moreover, 
the concept of mortgage equity withdrawal is not very 
widespread in France and the amount that can be 

provided as a guarantee is restricted to the purchase 
price of the property and not its market value.1

This specific feature of the French housing market 
raises questions over the most efficient levers for 
macroprudential housing policy. What are the 
transmission channels for real estate risk? And how 
can we act on or control these channels? 

It is also important to note that housing policy has 
always been a key government priority in France, 
even more so over the two‑decade period covered 
by this study (1993‑2013). Various measures have 
been introduced to try to stimulate housing supply, 
including income‑based assistance to individuals, tax 
exemption of interest on housing loans, interest‑free 
loans, tax credits for renovation work, social housing 
quotas and the enforceable right to housing (droit au 
logement opposable). 

What are the possible knock‑on effects of 
macroprudential policy tools on the French housing 
market? Do they conflict with the aims of the 
government’s housing policy? Or can they in fact 
be useful to that policy? 

In this article we propose using a simplified model 
to analyse the interaction between macroprudential 
policy and the French housing market. The model 
allows us to look at the home lending and housing 
markets in tandem, and thus enables us to assess 
the responses of prices and quantities in both these 
markets to different macroeconomic factors – notably 
those through which macroprudential policy 
measures are transmitted. We can thus see how 
measures such as the tightening of loan‑to‑value (LTV) 
and debt‑to‑income (DTI) ratios, and constraints 
on overall lending growth, loan maturities and 
down‑payments affect the housing market.

The remainder of the article is structured as follows: 
Part 1 provides a brief summary of the findings of 
the existing literature on the subject, followed by 
a detailed presentation of some stylised facts on 
the French housing and credit markets since the 
start of the 1990s. Part 2 describes the model and the 
results of our estimates and provides an analysis of 
macroprudential shocks. Part 3 puts previous results 
into perspective.

1 These mechanisms mean there is no financial accelerator in the French property market. A financial accelerator (Bernanke et al., 1996) is when an increase 
in house prices leads to a rise in the provision of housing loans, where the latter are secured against the purchased property via a mortgage lien.
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1| the housing And credit mArkets: 
stylised fActs

1|1  A brief review of the literature

There are two bodies of literature that examine 
the links between the housing and credit markets: 
one that uses structural macroeconomic models, 
and another that uses the results of actual public 
policy experience.

In the strand using models, DiPasquale and 
Wheaton (1994) highlight an adjustment cost effect 
in the housing market which causes house prices 
to adjust gradually. They also give a more nuanced 
assessment than theoretical models of the role played 
by user cost in investment decisions.2 McCarthy 
and Peach (2002) examine the impact of financial 
deregulation on investment in residential property 
and assess the scale of the impact of credit constraints 
on the price and volume of real estate investments. 
However, the effect of interest rates differs depending 
on the regulation system adopted. 

According to Duca et al. (2011), the credit constraints 
for first‑time home buyers play a major role 
in determining the dynamics of house prices.3 
Indeed, while financial innovation helped to drive 
the boom years in the housing market, the highly 
restrictive lending policies adopted by the major 
banks exacerbated the subsequent downturn. 
Nobili and Zollino (2012) confirm these findings with 
respect to the Italian housing market, demonstrating 
that lending criteria have a significant impact on 
demand for housing via home lending. 

In the strand of literature that evaluates public policy 
experience, Wong et al. (2011) show that the introduction 
of an LTV ratio cap effectively reduced the systemic risk 
caused by house price cycles in Hong Kong. According 
to Igan and Kang (2011), the restrictions imposed on LTV 
and DTI ratios in Korea slowed the rise in prices and 
in transaction volumes. Claessens et al. (2013) confirm 
the effectiveness of DTI and LTV ratios in limiting 

growth in the financial sector during boom periods. 
Studies carried out on different panels of countries have 
also demonstrated the efficiency of macroprudential 
measures. For  example, Kuttner and Shim  (2013) 
evaluate the impact on home lending of measures 
designed to regulate the debt‑service‑to‑income (DSTI) 
ratio, the LTV ratio, banks’ exposure to the housing 
sector and property taxes. In their view, the DSTI 
ratio is the most effective tool for influencing housing 
supply, whereas property taxes are the most effective 
way of stabilising house prices. Lastly, Lim et al. (2011) 
demonstrate that caps on LTV and DTI ratios, on 
lending growth, compulsory reserves and dynamic 
provisioning limit lending procyclicality.

1|2 Housing and credit in France 
since 1993: some stylised facts

The French housing4 and credit markets grew 
sharply in the first half of the 2000s, as in many 
advanced economies (see Chart  1). However, 
following the financial crisis, the adjustment in the 
French housing market was very limited, in that no 
reversal in the trend can be observed. Antipa and 
Lecat (2013) show that although house prices began 
to correct after 2008, in 2012 they were still 20% 
above the equilibrium price based on traditional 
fundamentals (i.e. household income, demographic 
factors, user cost, housing stock, etc.). 

The resilience of house prices in France can partly 
be attributed to the inertia of the housing stock with 
respect to prices.5 This observation is confirmed 
by Caldera Sánchez and Johansson (2011) and by our 
estimates which show that the responsiveness of 
housing supply to price changes is low in France due 
to regulatory barriers to new housing construction. 

Demand for housing also rose sharply over the 
period. Population growth in France accelerated at 
the start of the 2000s, and the number of households 
increased at an even faster pace.6 The combination 
of this demand shock and the housing stock inertia 
fuelled a rise in prices.

2 The user cost is a measure of the opportunity cost of occupying a house.
3 Lescure (2013) studies the housing crisis that France experienced as of 1882-1883 and argues that bank failures led to difficulties in the housing market.
4 Chart 1 shows an aggregate index of house prices, which does not reflect the location of houses and thus their strong heterogeneity.
5 Bulusu et al. (2013) demonstrate the importance of supply constraints in house price boom-and-bust cycles in the United States. 
6 Between 1975 and 2005, the population of France grew by an average of 0.48% per year whereas the number of households rose by 1.24% per year (Insee Première, 2006).
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The housing market was also boosted over the period 
by the relaxation of constraints on demand for loans. 
This can be likened to a positive housing demand 
shock which, all other things being equal, can also 
cause prices to soar.

It should be remembered that the relaxation of 
these constraints was primarily the result of an 
improvement in bank refinancing conditions over 
the period. The drop in bank refinancing rates was 
passed through to housing loan rates, giving more 
households access to the lending market or allowing 
them to increase the amount of their borrowing. 

Moreover, some of the constraints on lending 
were also relaxed. In France, housing loans can be 
secured either by a mortgage or by an institutional 
guarantee. The majority of loans are now secured by 
guarantees (ACPR, 2013). In the event of a default by 
the borrower, the guarantee company automatically 
reimburses the lender and then tries to recover its 
losses from the borrower. This means the bank is 

reimbursed rapidly and does not have to wait for the 
property to be sold. In contrast with mortgages, the 
risk of a fall in the price of the property is transferred 
to the guarantee company.

Before even protecting themselves against the risk 
of borrower default, French banks also reduce their 
exposure by restricting the debt service ratio to 33% 
of household income. Therefore, although the level 
of household debt increased over the period under 
review, it remained contained relative to other, 
notably “Anglo‑Saxon”, countries. In hindsight, this 
can be considered a strong justification for the 33% 
restriction imposed by French banks. The focus on 
the debt service ratio substantially reduces banks’ 
risk exposure on their housing loan portfolios.7 
Even though it varies widely across market segments, 
the ratio of gross non‑performing loans for these 
portfolios is considerably lower than for household 
loans in general. After peaking at 1.55% in 2001, 
the non‑performing loans (NPL) ratio fell consistently 
up to 2007 (0.98%), before rising steadily again in 
the period up to 2012, when it reached 1.47%, close 
to its 2001 level. The focus on borrower solvency 
also explains why more than 90% of housing loans 
in France are fixed rate (ACPR, 2013).

Chart 1 illustrates the importance of this constraint 
in determining the dynamics of home lending 
in France. Household borrowing capacity rose almost 
constantly, decelerating only slightly at the end of 
the period. Up to 2007, borrowing capacity and home 
lending remained on almost parallel trajectories.8

Banks have been able to continue meeting the 33% 
debt service ratio thanks to a sharp rise in nominal 
household income over the period, but also by 
gradually extending the duration of housing loans. 
The  average initial maturity for housing loans 
increased from 14 years in 1999 to 20 years (19.8 years) 
in 2012.9 Thus, according to Antipa and Lecat (2013), if 
we take into account the extension of loan maturities, 
the majority of the rise in house prices can be 

7 In contrast with other countries, in France, if housing loans are securitised via the Caisse de refinancement de l’Habitat (CRH), they remain on the balance 
sheet of the originating bank. The largest French banks are shareholders in the CRH, which is a securitisation vehicle for housing loans. The shareholders pledge 
a pool of their loans to the CRH which in turn issues debt securities, and then uses the funds it raises to provide loans on similar terms to those of the issued debt 
securities. However, the loans remain on the banks’ balance sheets and the credit risk is not transferred to the CRH, which is not a liquidity vehicle. It is therefore 
important to control lending criteria adequately.

8 In certain sub-periods, the amount of credit exceeds household borrowing capacity, contrary to what we would expect if lending criteria were applied uniformly 
across the population. Households with low incomes are directly excluded from the housing market. By contrast, a small portion of borrowers are considered to 
have sufficiently high revenues for banks to exceed the 33% debt service ratio. However, the dynamics of the market are primarily determined by the portion of 
the population to which the 33% ratio is applied.

9 Sources: Banque de France and author’s calculations.

Chart 1
French housing and credit markets
(Q1 1999 = 100. See Box 1 for definitions and series calculations)
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attributed to the borrowing capacity of households 
and to traditional fundamentals.

As a result, a macroprudential policy comprising 
limits on the DTI ratio or on the maturity of housing 
loans could have a lasting effect on the French 
housing market.

2| mAcroPrudentiAl Policy shocks 
And the housing mArket

In order to assess the impact of macroprudential policy 
shocks, we propose a model that looks at both the 
French home lending and housing markets over the 
period 1993‑2013 (see Box 1 for a detailed description 
of the equations). The proposed framework is based 
on the assumption that the two markets are closely 
linked. Macroprudential measures primarily target 
credit supply, but in analysing their impact it is 
important to take into account the feedback effects 
between the housing and credit markets. This study 
adopts a pragmatic approach in that the equations 
are not derived from the resolution of a sector 
or agent optimisation programme. However, the 
relationships between the variables of interest are 
economically intuitive: the expected correlations 
are listed in Table 1. Moreover, only the long‑run 
relationships are presented in detail in this article, 
even though there may be a lag in the adjustment of 
the housing market (DiPasquale and Wheaton, 1994).

The main theoretical characteristics of the equations 
in the benchmark model are as follows (see Table 1): 

•  House prices are a positive  function of  levels 
of household income and home lending and a 
demographic factor, which in this case is the 
population level. They are negatively linked to 
housing stock and to the user cost of homeownership. 
This latter factor reflects changes in the cost of 
owning a house (net of expected capital gains) and 
the tax policy on housing.

•  The housing stock is a positive function of home 
lending and house prices, and is negatively linked 
to long‑term interest rates which represent the cost 
of financing for homebuilders.

•  Demand for housing loans reacts negatively to 
interest rates or to an indicator of lending criteria, 
which reflects household borrowing capacity, 
excluding income. This indicator is defined as 
a combination of interest rates, the maturity of 
the loan and the maximum share of income that 
will be used for loan repayments (see Box 1). It is 
positively correlated with household income and 
house prices.

•  Lastly, interest rates on housing loans are positively 
correlated with the level of long‑term interest rates 
but negatively correlated with house prices (the house 
value provides collateral for credit institutions) and 
bank’s capital levels (which reflect their solvency).

Table 1
Expected relationships between variables

Equation Endogenous variables Explanatory variables Expected correlation

Demand for housing House prices Housing stock –

Gross disposable income (GDI) +

Home lending +

User cost –

Population +

Housing supply Housing stock House prices +

Home lending +

10‑year OAT –

Demand for credit Home lending 
(Change in oustanding amount)

Housing loan rates –

House prices +

Lending criteria –

Gross disposable income (GDI) +

Credit supply Housing loan rates 10‑year OAT +

EONIA +

House prices –

Ratio of capital to assets –

Note: Endogenous explanatory variables are indicated in bold.
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Box 1

The model

The model comprises 4 equations: a supply and demand equation for both the housing market and the credit market. 
We use quarterly volume data (deflated by the implicit price of household consumption, except where indicated otherwise) 
and logs (except for rates). The logs of each variable (except rates) are indicated in small letters. The model reflects 
long‑term behaviours as the housing market can take a long time to adjust.

Housing market

•  Inverted demand  pt = β0 + β1pit + β2crdt + β3st + β4uct + β5popt + εt
D

 
where pt is the price of existing property (the Insee data series has been extrapolated backwards using a series from the 
French association of estate agents or FNAIM); pit is permanent income, proxied here by gross disposable household 
income, crdt is the amount of outstanding housing loans, st is the stock of housing calculated using household wealth 
data and deflated by the implicit price of residential investment and using residential investment for the quarterly profile, 
uct is the user cost and popt is the population level.

The user cost reflects the cost of owning a property, which includes the opportunity cost of holding it and any expected 
future capital gains:

 
UCt = Pn

t ( it – avt + tpropt + δt –
∆Pt

e

Pt

)

Pt
n is the level of house prices, it is the interest rate on housing loans, avt is the rate of public aid granted to house 

builders (grants and tax breaks), tpropt is the rate of property tax, δt is the rate of depreciation of housing derived from 

household wealth data, and 
∆Pt

e

Pt

 is the anticipated increase in house prices estimated as the average house price 

inflation over the past two years (adaptative forecasts).

•   Housing supply  st = p0 + p1crdt + p2OATt + p3pt + εt
0

 
where OATt is the 10‑year OAT rate.
 

Home lending market

•  Demand for credit  ∆crdt = σ0 + σ1∆pit–1 + σ2∆pt–1 + σ3it–1 + εt
c

 
The equation uses variations to take into account the order of integration of the variables.

•  Credit supply: interest rates  it = θ0 + θ1OATt + θ2pt–1 + θ3CAPt + εt
i

 
where CAP is the banks’ ratio of capital to total assets.

In the credit equations, it and an indicator of lending criteria CONDt are used alternately. This latter indicator reflects the borrowing 
capacity of households, excluding income, based on the combination of the loan maturity, the interest rate and the maximum 
share of income devoted to loan repayments. We take the inverse to be consistent with the measurement of interest rates.

CONDt = 1/ REP[ 1
(1 + it)

t
]Σ

T

t = 1

where T is the average initial maturity of housing loans and REP is the maximum share of income devoted to loan 
repayments (we use 33%, in line with French banks’ lending practices). 

The equations are estimated using three‑stage least squares. Due to the low number of observations, they were also 
estimated using ordinary least squares and two‑stage least squares. pt, crdt and st are deemed to be endogenous.
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2|1 Empirical results

The results of our estimates (Table 2) are in line with 
our expectations. Indeed, in the case of demand for 
housing, the response in prices is slightly less than 
proportional to the change in lending volumes; as 
expected, prices fall when housing stock and user cost 
rises. The elasticity of prices to household income is 
spontaneously greater than 1. It was restricted to one 
with no significant loss in accuracy or explanatory 
power. The elasticity of prices to population levels 
is relatively high. This provides a good reflection of 
the dynamics in household numbers in relation to 
the total population over the period; it is consistent 
with the negative elasticity of housing stock.

In the case of housing supply, a 1‑point increase in 
long‑term interest rates ultimately lowers the housing 
stock by close to 2 points. The elasticity of housing 

stock to house prices is low, which reflects the 
constraints on housing supply in France as mentioned 
earlier (Caldera Sánchez and Johansson, 2011).

Regarding demand for credit, the level of interest 
rates on housing loans has a permanent impact on 
lending growth, with a 1‑point rise in rates leading to 
a 0.2‑point reduction in growth. The impact exerted 
through the lending criteria indicator is similar 
in  scale. Interest rates on housing loans largely 
depend on long‑term rates. A high level of bank 
capitalisation enables a reduction in interest rates as 
it reflects a stronger capacity to incur risk.

To check the robustness of our benchmark model, we 
also estimated the equations for an alternative model 
specification where the variables of interest are growth 
rates. Housing supply is inelastic to house prices, 
which is normal in a relationship based on variations. 

Table 2
Results of the estimations

Period: Q1 1993‑Q2 2013 OLS 2SLS 3SLS‑Rates 3SLS‑Cond.

Housing demand: house prices

Gross disposable income 1 1 1 1
Home lending  0.847***  0.907***  0.706***  0.689***

 (0.0991)  (0.122)  (0.118)  (0.122)
Housing stock  ‑2.087***  ‑2.182***  ‑2.185***  ‑2.296***

 (0.261)  (0.322)  (0.327)  (0.339)
User cost  ‑0.567***  ‑0.584***  ‑0.544***  ‑0.531***

 (0.0327)  (0.0377)  (0.0338)  (0.0350)
Population  4.773**  4.538*  6.663***  7.319***

 (1.957)  (2.430)  (2.401)  (2.485)

Housing supply: housing stock

Home lending t‑1  0.240***  0.253***  0.226***  0.226***
 (0.0129)  (0.0166)  (0.0221)  (0.0205)

10‑year OAT  ‑2.386***  ‑1.741***  ‑2.028***  ‑2.083***
 (0.217)  (0.194)  (0.219)  (0.219)

House prices  0.0488***  0.0689***  0.0897***  0.0853***
 (0.0159)  (0.0180)  (0.0247)  (0.0234)

Demand for credit: ∆housing loans

∆Gross disposable income t‑1  0.154*  0.151*  0.665**  0.525**
 (0.0828)  (0.0798)  (0.262)  (0.259)

∆House prices t‑1  0.263***  0.264***  0.303***  0.360***
 (0.0485)  (0.0631)  (0.0628)  (0.0591)

Interest rates on housing loans t‑1  ‑0.200***  ‑0.191***  ‑0.218*** –
 (0.0285)  (0.0297)  (0.0326)

Lending criteria t‑1 – – –  ‑1.062***
 (0.159)

Credit supply: interest rates/lending criteria for housing loans

10‑year OAT  0.882***  0.812***  0.783***  0.0988***
 (0.0785)  (0.0722)  (0.0592)  (0.00916)

House prices t‑1  ‑0.0200***  ‑0.0303***  ‑0.0239***  ‑0.00846***
 (0.00375)  (0.00613)  (0.00395)  (0.000612)

Capital to assets  ‑0.719***  ‑1.898***  ‑0.517***  ‑0.0584***
 (0.0897)  (0.401)  (0.149)  (0.0214)

Notes : Figures in parentheses are robust standard deviations - * p ≤ 0.1, ** p < 0.05, *** p < 0.01.
All series are deflated and in logs (except rates). A constant is included in each column. Columns 1 to 4: the GDI coefficient is restricted to 1 in the housing demand 
equation. Columns 1 and 2: the residuals are stationary (augmented Engle-Granger tests). Column 2: the null hypothesis of exogeneity for these tools cannot be rejected 
by the Sargan-Hansen test.
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Housing supply and demand are most responsive to 
housing credit.10 The cost of credit is determined by 
short‑term rates and adjusted to an extent by movements 
in house prices. Demand for credit appears to vary 
according to the intensity of the constraints on the debt 
service ratio. Indeed, it rises markedly as the maturity 
of housing loans and gross disposable income increase. 
The economy thus depicted is one in which credit 
affects house prices both directly and indirectly over 
the short term, via housing stock. Relaxing lending 
criteria tends to push house prices upwards, while a 
downward adjustment in interest rates on housing loans 
has a stabilising effect. Estimating these equations using 

the same methods produces results that are consistent 
with those of our reference model  (Table 3), even 
though certain relationships have been deliberately 
simplified (for example, supply inertia).

2|2 The effects  
of macroprudential policy shocks

The French Financial Stability Board and  ACPR 
have several macroprudential policy tools at their 
disposal (see Box 2). Some of these increase the interest 

10 In this model, the stock of housing does not react to GDI. This result is consistent with a short-term horizon where GDI affects credit supply via the constraint on 
the debt service ratio. The channel via which housing stock adjusts to an increase in demand for housing is not relevant for this time horizon. As a result, only 
home lending is significant in the housing supply equation.

Box 2
Macroprudential tools for the housing market

The purpose of macroprudential policy is to maintain financial stability by preventing excessive growth in credit.  
Under the French Banking Law of July 2013, the Haut Conseil de stabilité financière can tighten lending criteria to 
prevent excessive growth in asset prices or in debt,1 while the Regulation adopted on 28 June 2013 by the European 
Parliament2 authorises the ACPR to increase the risk weighting of housing loans if there is a threat to financial stability. 
French authorities thus have two types of macroprudential tool which they can use to control the housing market.

Table 3
Joint model for housing and credit market
Growth rates

Period: Q1 1993‑Q2 2013 OLS 2SLS 3SLS

Housing demand: house prices

Housing stock ‑0.041 ‑1.273*** ‑1.156***

Home lending 1.039*** 1.059* 1.491***

Housing supply: housing stock

House prices ‑0.034 0.0241*** NS

Home lending t‑1 0.111 0.0665*** 0.126**

Demand for credit: ∆housing loans

Interest rates ‑0.267*** ‑0.661*** ‑0.209***

Term of loans t‑1 0.194*** 0.167*** 0.159**

Term of loans t‑4 0.188*** 0.0736** 0.149**

Gross disposable income 0.167* ‑ 0.133*

House prices 0.216*** ‑ 0.313***

Credit supply: interest rates on housing loans

EONIA 0.993*** ‑ 0.942***

House prices t‑4 ‑0.482*** ‑ ‑0.525***

Notes: Figures in parentheses are robust standard deviations - * p ≤ 0.1, ** p < 0.05, *** p < 0.01
All series are deflated and in log (except rates). A constant is included in each column. Housing stock, house prices, home lending, the maturity of housing loans 
and the GDI are rates of growth. The cost of construction index is a deviation around a deterministic trend.

1  The Financial Stability Board is France’s macroprudential authority and comprises the Finance Minister, the Governor of the Banque de France, the Chairman 
of the ACPR, the Vice-Chairman of the ACPR, the Chairman of the French Financial Markets Authority (Autorité des marchés financiers), the Chairman 
of the French Accounting Standards Board (Autorité des normes comptables) and three other qualified persons. Its mandate is defined in Article L631-2 
of the French Monetary and Financial Code.

2 Article 124.2, CRR.

.../...
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rates on housing loans, for example by increasing the 
risk‑weighting of this type of loan in the calculation 
of a bank’s capital adequacy ratio. Other tools lead to 
a reduction in the amount of debt repayments as a 
share of disposable income or in the initial maturity 
of housing loans (measures affecting the LTI, LTV 
or DSTI ratios, or directly affecting loan maturities).

We simulate all three types of shock (see Box 2 and 
Charts 2): a shock to interest rates on housing loans, 
a shock to the initial maturity of housing loans and 
a shock to the share of repayments in disposable 
income – the debt service to income ratio or DSTI.

A rise of one percentage point in the interest rate 
on housing loans would slow the rate of growth in 
lending. The immediate effect is a 0.13% fall in house 
prices, then the persistent reduction in lending begins 
to weigh on house prices and on housing stock, which 
in turn has a stabilising effect on prices – the pace 
of decline slows, but the elasticity of housing stock 
is insufficient to stimulate a rise in prices.

A two‑year reduction in the average initial maturity 
of housing loans will limit the maximum amount 

Tools targeted at the borrower reduce the risk associated with financial assets. This category includes caps on the 
LTI, LTV and DSTI, or on the initial maturity of loans. They limit the risk exposure of the lender and help to ensure that, 
in the absence of a major shock known to the borrower, the loan will be repaid.

Tools aimed at the lender oblige banks to increase their ability to withstand a shock. Thus, by increasing the risk weighting 
of residential property market exposures, the supervisor forces banks to increase their capital cushion,3 and thus their 
ability to absorb shocks. As capital is expensive, this tool could even cause banks to scale back their lending (see Brun, 
Fraisse and Thesmar, 2013 on the impact of a rise in the cost of capital on corporate lending).

We simulate three types of shock: a shock to interest rates on housing loans, a shock to the initial maturity of housing 
loans and a shock to the DSTI ratio. These shocks correspond to the implementation of macroprudential policies 
specifically targeted at housing loans. Thus, the rise in loan interest rates is not accompanied by a rise in the OAT rate, 
in order to provide as close as possible a simulation of a tightening of capital requirements;4 the shock to the DSTI ratio 
has no impact on household income.

All three shocks are calibrated to have a similar impact on demand for credit: a one‑point rise in interest rates on 
housing loans, the restriction of the DSTI ratio to 30% and a two‑year reduction in the initial maturity of loans. These last 
two shocks are implemented via the lending criteria indicator.

The shocks are applied to the average values of these variables. As a result the evolution of the variables does not 
accurately capture specific constraints on the margin of loans that are very long term, or those with a DSTI ratio much 
higher than 33%. The effect of the shocks could be underestimated if they had a significant impact on household 
expectations of house prices which would substantially increase the user cost of homeownership.

3 Similar results could be obtained by adjusting the LGD (loss given default) and PD (probability of default) parameters using the discretionary measures allowed 
under Pillar 2, for example.
4 Martins and Schechtman (2013) demonstrate that a capital surcharge targeted specifically at long-term loans would lead to a widening of spreads on these 
loans. In the approach used here, the capital shock cannot be directly transmitted via the capital adequacy ratio included in the model as this ratio reflects the fact 
that a well-capitalised bank lends more. It does not describe the differences between banks with or without capital constraints.

Charts 2
Macroprudential policy shocks

(% deviation from baseline scenario; number of quarters)

a) One‑point increase in housing loan interest rates
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that a household can borrow at a given interest 
rate and with a given level of income. As  the 
impact of a variation in loan maturities on the 
maximum borrowing amount depends on the level 
of interest rates, we apply the shock to current rates 
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of interest. The impact on lending is progressive 
–  the immediate result is a 0.16% reduction and 
then the effect is gradually amplified due to the 
persistent decline in loan maturities and in house 
prices. The fall in lending leads to a fall in housing 
stock and in house prices, as the lack of elasticity 
in housing supply prevents prices from returning 
to equilibrium.

Reducing the maximum share of disposable income 
that can be used for loan repayments (the DSTI ratio) 
from the current French standard of one third to 30%, 
would have a similar impact to the previous shock. 
The shock is transmitted via the lending criteria 
indicator and results in a 0.2% decline in lending, 

Charts 2
Macroprudential policy shocks (cont’d)

(% deviation from baseline scenario; number of quarters)

b) Two‑year reduction in loan maturities
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c) Lowering of DSTI ratio to 30%
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Source: Authors’ calculations.

which is then reinforced by the continuing effect of 
the DSTI ratio and the decline in prices.

Ultimately, the impact of these measures on house 
prices is limited by the adjustment in housing stock 
caused by the decline in lending. However, their 
effect on home lending is persistent.

3| ConClusion:  
maCroprudential poliCy  
and aCCess to homeownership

The particular structure of the French housing 
market means there is no immediate call for specific 
macroprudential policies. However, they could be 
used if destabilising trends were to emerge in the 
broader economic environment. The home lending 
market in France appears to be structurally sound. 
The French preference for institutional guarantees 
and the corresponding focus on the credit quality 
of the borrower (notably via the 33% cap on the 
DSTI ratio) suggest the French financial system 
is particularly resilient to residential property 
risk (IMF, 2012). The risk of individual borrower 
default also remains limited, as shown by the low 
rate of defaults over the past five years – although it 
rose sharply after 2007, it has remained below 2%. 
The potential side‑effects of a long‑term restrictive 
macroprudential policy on the housing market also 
justify taking a cautious approach. The introduction 
of new constraints would exclude new segments of 
the population from the housing market, which goes 
against the goal of increasing homeownership.

That said, recent regulatory changes could undermine 
the current preponderance of institutional guarantees 
and the associated focus on borrower solvency. In this 
case, placing caps on LTV and DTI ratios could prove 
a useful tool for containing the risk of individual 
borrower default. A previous study of the home 
lending market shows that these measures could 
be complemented with a limit on the duration of 
residential property loans.

Thus, if destabilising trends were to emerge in the 
French housing credit market, the introduction 
of macroprudential constraints would have 
a non‑negligible impact on lending growth and, 
to a lesser extent, on house prices.

FSR18_195_206_Lecat.indd   204 25/03/2014   08:29:41page 204 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
Banque de France • Financial Stability Review • No. 18 • April 2014 205

The housing market: the impact of macroprudential measures in France 
Sanvi Avouyi-Dovi, Claire Labonne and Rémy Lecat

references

antipa (P.) and Lecat (r.) (2013)
“Bulle immobilière et politique d’octroi de crédit, 
enseignements d’un modèle structurel du marché français 
de l’immobilier résidentiel”, Revue de l’OFCE, Débats 
et Politiques, No. 128.

arrondel (L.), roger (M.) and Savignac (F.) 
(2013)
“Patrimoine et endettement des ménages dans la zone 
euro : le rôle prépondérant de l’immobilier”, Bulletin 
de la Banque de France, No. 192.

arrondel (L.), Savignac (F.) and Tracol (k.) 
(2014)
“Wealth and consumption: French households in 
the crisis”, International Journal of Central Banking, 
forthcoming.

autorité de contrôle prudentiel et de résolution 
(2013)
“Le financement de l’habitat en  2012”, Analyses 
et Synthèses, No. 18.

Bernanke (B.), Gertler (M.) and Gilchrist (S.) 
(1996)
“The financial accelerator and the flight to quality”, 
Review of Economics and Statistics, No. 48, pp. 1‑15.

Brun (M.), Fraisse (H.) and Thesmar (D.) (2013)
“The real effects of bank capital requirements”, 
ACPR, Débats économiques et financiers, No. 8.

Bulusu (N.), Duarte (J.) and Vergara‑alert (C.) 
(2013)
“Booms and busts in house prices explained by 
constraints in housing supply”, Bank of Canada, 
Working Paper, No. 18.

Caldera Sánchez (a.) and Johansson (Å.) (2011)
“The price responsiveness of housing supply in 
OECD countries”, OECD Economics Department, 
Working Papers, No. 837, OECD Publishing.

Claessens (S.) Ghosh (S.) and Mihet (r.) (2013), 
“Macroprudential policies to mitigate financial 
system vulnerabilities”, Journal of International Money 
and Finance, No. 39, pp. 153‑185.

DiPasquale (D.) and Wheaton (W.) (1994)
“Housing market dynamics and the future of housing 
prices”, Journal of Urban Economics, No. 35, pp. 1‑27.

Duca (J.), Muellbauer (J.) and Murphy (a.) 
(2011)
“Houses prices and credit constraints: making sense 
of the US experience”, The Economic Journal, No. 121, 
pp. 533‑551.

Glaeser (e. L.) (2013)
“A nation of gamblers: real estate speculation and 
American history”, NBER, Working Paper, No. 18825.

Igan (D.) and kang (H.) (2011)
“Do LTV and DTI limits work? Evidence from Korea”, 
IMF, Working Paper, No. 297.

Institut de l’épargne immobilière et foncière 
(2013)
“L’immobilier dans l’économie française”, June.

International Monetary Fund (2012)
“France: financial system stability assessment”, 
IMF, Country Report, No.12/341, December.

kuttner (k. N.) and Shim (I.) (2013)
“Can non‑interest rate policies stabilize housing 
markets? Evidence from a panel of 57 economies”, 
BIS, Working Papers, No. 433.

Lescure (M.) (2013)
“Système financier et crises immobilières: l’exemple de 
la France à la fin du XIXe siècle”, Revue d’Économie 
Financière.

Lim (C. H.), Columba (F.), Costa (a.), 
kongsamut  (P.), otani (a.), Saiyid (M.), 
Wezel (T.) and Wu (X.) (2011)
“Macroprudential policy: what instruments and how 
to use them? Lessons from country experiences”, 
IMF, Working Paper, No. 11/238.

Martins (B.) and Schechtman (r.) (2013)
“Loan pricing following a macroprudential 
within‑sector capital measure”, Banco Central 
do Brasil, Working Paper, No. 323.

FSR18.indb   205 24/03/2014   17:11:06page 205 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
206 Banque de France • Financial Stability Review • No. 18 • April 2014

The housing market: the impact of macroprudential measures in France 
Sanvi Avouyi-Dovi, Claire Labonne and Rémy Lecat

McCarthy (J.) and Peach (r.) (2002)
“Monetary policy transmission to residential 
investment”, Federal Reserve Bank of New York, 
Economic Policy Review.

Nobili (a.) and Zollino (F.) (2012)
“A structural model for the housing and credit markets 
in Italy”, Banca d’Italia, Temi di Discussione, No. 887, 
October.

Plancoulaine (P.) (2013)
“La caution dans le monde immobilier  : un modèle 
français“, Risques, No. 94.

Wong (T.), Fond (T.), Li (k.) and Choi (H.) 
(2011)
“Loan‑to‑value ratio as a macroprudential tool: 
Hong Kong’s experience and cross‑country evidence”, 
BIS, Papers, No. 57.

FSR18.indb   206 24/03/2014   17:11:06page 206 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
Banque de France • Financial Stability Review • No. 18 • April 2014 207

Three criticisms of prudential banking regulations

The new prudential regulations known as Basel III, introduced in the aftermath of the financial crisis, 
place four (actually five, in practice) new constraints on banks. These are a solvency ratio, three liquidity 
constraints and a leverage ratio. The purpose of this regulatory straitjacket is to enhance the financial 
soundness of banks, prevent a reoccurrence of the contagion seen in 2008 and reduce systemic 
risk. Unfortunately, these arrangements have some undesirable consequences and shortcomings. 
This article highlights three of the problems. The first is that the growing number of constraints, and the 
parameters applied, will drive up borrowing costs and shrink the supply of credit, even after the period 
of adaptation and transition is over. Financing market activity could become difficult as the regulations 
themselves provide an incentive for disintermediation. The second criticism focuses on increased collateral 
requirements in a world where real mistrust now exists between participants in the financial system. 
In addition to the collateral requirements for certain transactions, we wish to draw attention to the “hidden” 
collateral constraint, which requires adequate unencumbered assets to properly cover “unsecured” 
borrowing. This constraint is no longer merely theoretical; it will affect the banking system’s viability in the 
medium‑term. Finally, we show how, in an economy that is risk‑free at the macroeconomic level, the fact 
that banks are interconnected may generate contagion risk and self‑fulfilling prophecies. This situation 
is less likely to occur in the case of a creditor outside the system. However, each bank’s risk of failure 
will depend on the structure of cross‑financing and the correlation with risks incurred by other banks. 
No matter how many constraints are imposed, it is unrealistic to think that regulations applying to banks 
on an individual basis will be able to ward off systemic risk.
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We are struggling to emerge from a banking 
and financial crisis that signalled the failure 
of regulations brought in over several 

decades. These regulations were unable to prevent 
or eliminate major problems that affected the banking 
sector in 2007 and then spread to the real economy. 

To prevent such a disastrous situation from reoccurring, 
governments and the financial community 
have proposed a new architecture for prudential 
supervision. The blueprint has since become clear.

The first aspect is curative, determining how to deal 
with the crisis once it happens. There were no plans 
for coping with the last crisis, which means that much 
of the response has been pure improvisation. Today, 
two principles seem to be prerequisites: 

•  deposit-guarantee schemes covering a minimum 
sum (EUR  100,000 in Europe) to prevent small 
customers from being ruined and maintain public 
confidence in the currency;

•  orderly liquidation of failed banks, with shareholders, 
lenders and even large depositors (as was the case 
with Cypriot banks) bearing losses; bail‑ins, whenever 
possible, seem preferable to bail‑outs, where taxpayers’ 
money is used to prop up troubled banks. The euro 
crisis showed all too well how bail‑outs could turn 
distrust of banks into distrust of governments. 

At the same time, the role played by central banks had 
to be reconsidered. The simplistic view of monetary 
policy, where central bankers concern themselves 
solely with interest rates and monetary aggregates, 
has been shattered. The crisis has lent legitimacy to 
less “conventional” measures, such as quantitative 
easing (massive asset purchases) to support markets 
and economic growth when interest rates are hovering 
near zero. As is the case at the end of each crisis, we 
dream of maintaining some kind of “constructive 
ambiguity” about the central bank’s role as lender 
of last resort in order to mitigate the moral hazard 
associated with such a guarantee. The idea is to have 
such a weapon, so that it never needs to be used. 

This means the preventive aspect of the architecture is 
very important. The measures introduced since 2008 
are once again based on two pillars:

•  changes to market structures, starting with the 
most speculative activities to insulate the rest of 

banking business from them: this is the approach 
taken in the United States and the United Kingdom. 
Derivatives markets should see the introduction of 
initial margin requirements or obligatory clearing 
through a central counterparty (CCP) clearing house 
and greater transparency;

•  the Basel III prudential policy, which seeks to 
increase banks’ capital, as well as increasing liquidity.

This is the aspect of the architecture we would like 
to examine here in order to say that it is not above 
reproach. Three caveats need to be emphasised.

•  the ratios introduced under Basel III are actually 
a straitjacket that banks will be forced into. These 
ratios are likely to lead to a long period with a 
tightly constrained banking system. There are valid 
theoretical and practical reasons to fear adverse 
effects on the volume and cost of financing for 
economic activity;

•  the financial community’s spontaneous response 
to the crisis was to introduce new guarantees based 
on more extensive use of collateral. Many borrowing 
and lending transactions, in addition to transactions 
with the central bank, are now collateralised 
using high‑quality assets plus haircuts. Far from 
strengthening the safety of the financial system, 
this newfound passion for collateral, encouraged by 
Basel III, actually undermines it; 

•  in fact, Basel III follows the same philosophy as its 
predecessors, Basel I and Basel II. It tries to enhance 
the stability of the financial system through measures 
that apply to individual institutions in isolation 
from their peers. Yet, as recent events have shown, 
banks that have impeccable credentials and pass 
stress tests with flying colours can be brought low 
in the turmoil of a systemic crisis. Financial shocks 
are easily propagated in an interconnected and 
crowded system, where banks not only interact with 
each other, but also with participants in the shadow 
banking system that lies beyond regulatory reach. 
The liquidity of an individual bank (its holdings of 
easily realised assets) is not the same as the liquidity 
of the asset market where it expects to sell them. 
A liquid market requires substantial demand and 
an equilibrium price. The so‑called macroprudential 
component of regulatory policy, focusing on the 
system as a whole and not just the individual parts, 
deserves closer attention. 
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1| bAsel iii or “Administered” 
Asset And liAbility mAnAgement 
for bAnks

To have an idea of how Basel III will influence banks 
and the economy, let us start with the example of a 
“universal bank” with the following balance sheet:
 

Assets Liabilities

Loans 600 Capital 70

Securities 150 Market debts 120

Reverse Repos 150 Repos 250

Deposits 540

Reserves 100 Refinancing 20

Total 1,000 Total 1,000

On the assets side, the bank has outstanding loans, 
holdings of securities and reserves held in the form of 
deposits with the central bank. On the liabilities side, 
it has capital and the market borrowings needed to 
supplement the deposits it takes from non‑financial 
customers. It also obtains funds through short‑term 
repurchase agreements (repos) with other banks, 
investment companies and insurers. It then generally 
relends some of these funds for a somewhat longer 
term, maintaining a matched book. It may also 
seek central bank refinancing in the form of repos.1 
This bank is representative of today’s European banks 
in three of its characteristics: outstanding loans that 
are greater than deposits (with a loan‑to‑deposit ratio 
of approximately 110%); a  large repo portfolio to 
finance its “Corporate and Investment Banking” 
business’s trading activities; reserve deposits with 
the central bank that are much larger than strictly 
necessary for compliance with reserve requirements.

This commercial bank will now be subject to four 
distinct types of constraints under Basel III:

•  the solvency constraint;
•  the two liquidity coverage ratio (LCR) constraints;
•  the net stable funding ratio (NSFR) constraint;
•  the leverage ratio constraint.

Not all these requirements will necessarily restrict 
the bank’s actions – at least not all at once. The bank 
will need to adapt to achieve compliance. 

We carried out the following exercise. Starting with the 
situation described above, and based on parameters 
corresponding to what we know about the rules 
adopted or planned by the regulators (see Box 1), 
we first try to see which of the initial constraints our 
bank already complies with and which ones it does 
not. Then, in a second step, starting with the same 
situation, we show what the ultimate effect on the 
balance sheet will be, once the bank has achieved full 
compliance, while maximising its return on equity.

1|1 Starting situation

To assess the constraints, we make three assumptions:

•  the term structure of the bank’s lending must be 
specified to calculate the LCR and NSFR constraints. 
Based on data from the European Central Bank (ECB), 
we can break down monetary financial institutions’ 
lending into loans with terms of less than one month 
(7% of total lending), loans with terms of one month 
to one year (38%) and loans with terms of one year 
or more (the remainder, or 55%). This is the term 
structure we use;

•  off-balance sheet exposures need to be considered. 
These exposures are used to calculate average 
risk‑weighted assets and, more importantly, for 
calculating the LCR and the NSFR. We assume that 
off‑balance sheet exposures account for 20% of 
total lending;

•  the  bank  primarily  uses  its  eligible  loans  as 
collateral for its central bank refinancing, after 
applying the central bank haircuts.

Under these assumptions, the main finding is that 
the LCR is the constraint that bites. It is not met 
initially, but compliance can only be achieved through 
massive investment in assets that are accepted as high 
quality liquid assets (HQLA), primarily excess reserves  
(89, in addition to the 11 for reserve requirements) 
and the securities deemed to be the safest (sovereign 
bonds come to mind). This means a loss of return on 
excess reserves (which earn little or no interest), and 
a stronger link between banking risk and sovereign 
risk, which is the very link we would like to break.

1 We have omitted the derivatives portfolios. The present value of such portfolios can be very substantial, but assets and liabilities generally balance each other out.
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Box 1

A bank’s balance sheet shows the following:

Assets Liabilities

Loans (L) Capital (CE)

– short‑term (Ls) Market debt (MD)

– intermediate term (Li) Deposits (D)

– long term (Ll) Repos (Repo)

Securities (S) Refinancing (RF)

Reserves (Res)

On the assets side, the bank has loans (L), securities (S) and reserves (Res). We need to distinguish loans by their residual 
maturity to calculate the regulatory constraints. Three terms are distinguished: up to one month (Ls ), one month to one 
year (Li ), and one year or more (Ll ). We assume that:

(1) Ls = a1L

(2) Li = a2L

(3) Ll = (1 – a1 – a2)L with 0 < a1, a2 < 1

On the liabilities side, the bank finances its assets with capital (CE), medium‑term market debt (MD), deposits (D), 
wholesale deposits or repos (Repo), collateralised with securities,1 and central bank refinancing (RF). Furthermore, the 
bank has given guarantees and granted back‑up lines of credit that may be drawn on at the initiative of the customer. 
These are shown as off‑balance sheet exposures (OB). 

The bank’s balance sheet constraint is written:  (4) L + S + Res = CE + MD + D + Repo + RF

The five regulatory constraints are added to this: the first is the solvency ratio:

(5) CE > kL + k’ (S – e’ (S – Repo/(1 – h’))

Capital must be equal to or greater than a fraction of the average weighted assets. k and k’ denote the regulatory coefficients 
for loans and securities. In the case of loans, we assume that the “average risk‑weighted assets” ratio for “loans” is 0.7. 
And, in the case of securities, the k’ coefficient (10%) applies to securities that are not accepted as high quality liquid 
assets (HQLA). In (5), e’ denotes the fraction of securities accepted as collateral and h’ denotes the haircut applied to repos.

The liquidity coverage ratio (LCR) breaks down into two constraints:

(6) Q + CI ≥ CO

(7) CI = γ1Lc + γ2Li + γ3S

(8) CO = α1D + α2 Repo + α3 OB

(9) Q ≥ 0.25 CO

(10) Q = (Res – gD) + e’S

Equations (6) to (10) express the complexities of the LCR constraint.

In (6), the sum of HQLA (Q) and capital inflows (CI) must be greater than capital outflows (CO), whereas (9) reminds us 
that the regulator requires Q to be more than 25% of capital outflows. (7) and (8) define CI and CO, as the regulator 

1 Repo is in fact the net value of reverse repos (RRepo) and repos. In practice, banks reduce the cost of repos and obtain securities that they can use as collateral 
for repos through maturity transformation of part of their portfolio (borrowing in the very short term and re-lending with a slightly longer term). The maturity 
transformation gain lowers the cost of repos. In the simulation, we assumed that: RRepo=0.6 Repo, and that the interest rate on reverse repos was 15 basis points 
higher than the interest rate on repos. We have omitted this aspect from the equations below to keep the presentation simple.

…/…
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1|2 Long‑term equilibrium

To calculate the long‑term equilibrium, we assume 
that the bank is acting as a price taker, adapting to 
the interest rates imposed on it. The bank is not 
risk averse and maximises its return on equity 
under all the regulatory constraints. In addition, 
it meets the imperative of maintaining equilibrium 
between assets and liabilities on its balance sheet 
and preserves the term structure of lending specified 
above. With a reasonable term structure of interest 

rates (see Box 1), we obtain the following spectacular 
result: even though lending rates are substantially 
higher than return on securities, the equilibrium is 
characterised by:

•  a dramatic contraction of balance sheet assets 
(from 1,000 to 623);

•  complete elimination of loans and repos;

•  no need for medium-term market financing.

evaluates them in a stressed situation: the regulator imposes the coefficients on banks (γ’s and α’s). It should be noted 
that the regulator does not consider repayment of RF to be a cash outflow. (10) defines HQLA (Q) that is the sum of 
excess reserves (reserves in excess of requirements, which are a fraction g of deposits) and eligible securities (e’S).2

The fourth constraint is the net stable funding ratio (NSFR): (11) Ll + μS + η2OB < CE + MD + η1D

Long‑term commitments (loans with terms of more than one year, plus a fraction μ of securities with maturities of more 
than one year and a fraction of the off‑balance sheet commitments that could be called on) must be less than funding 
with maturities of more than one year (capital, market debt and a proportion η of deposits considered to be very stable).

The fifth constraint is the leverage ratio: (12) CE > l [L + S + Res + βOB] 

Capital must be greater than l% of all assets, plus a fraction (β) of off‑balance sheet items.

Furthermore, we make the ad hoc assumption that:  (13) OB = u Ll

Off‑balance sheet transactions are primarily guarantees provided by the bank and commitments for back‑up lines of 
credit. These are generally closely associated with long‑term lending. u denotes the proportion of the line of credit that 
customers could theoretically draw.

The bank seeks to maximise return on equity (ROE), which is defined as follows:

ROE = [rLL + rSS + r*Res – rD D – rB MD – (r Repo) – rf RF – C]/CE

where rL, rS, r*, r, rD and rf denote the interest rates on loans, securities, reserves, repos, deposits, market debt and 
refinancing respectively and C denotes the bank’s operating costs. 

rL ≥ rB ≥ rS ≥ rD, r ≥ rf ≥ r*.

2 For the sake of simplicity, we have assumed that all the securities accepted as HQLA are unencumbered, meaning that the bank has not used them as collateral 
for central bank refinancing or repos.

Calibration

Parameters Interest rates

a1 = 7% a2 = 38% a3 = 55% rL = 4.50%

k = 8% k’ = 10% rB = 3.50%

γ1 = 0.5 γ2 = (1/12) 0.5 γ3 = (1/48) 1.0 r* = 0.25%

α1 = 0.05 α2 = 0.8 α3 = 0.15 rS = 3.00%

g = 2% e = 0.1 e’ = 0.6 h = 0.25 h’ = 3% rD = 0.50%

μ = 0.25 η1 = 0.67 η2 = 0.05 r = 0.50%

l = 3% β = 0.3 u = 0.4 rf = 0.50%
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This is a narrow‑bank situation. Deposits are used 
to finance safe securities. The result is a classic 
consequence of linear programming: it leads us into 
a “corner”. To re‑establish the normal banking asset 
structure, with both lending and securities, we need to 
increase the return on lending. In this case, securities 
and repos decrease dramatically. In addition to the 
fact that the solutions of the optimisation equations 
are corner points, the obvious lesson is that the cost 
of borrowing needs to rise and market activities are 
severely penalised.

1|3 Macroeconomic analysis

If, instead of looking at an individual bank in 
isolation, we consider the banking system as a whole, 
and we reason in terms of deposit and loan amounts 
corresponding to those desired by non‑financial 
agents, we would have to consider:

•  the central bank, where equilibrium of its balance 
sheet imposes a further equation:

Banknotes + reserves = refinancing + other counterparties

•  the government, which issues government debt 
securities that are purchased by the private sector 
or banks;

•  private non-financial agents, which allocate their 
assets between capital, securities, risk‑free assets 
(bonds, deposits and banknotes) and their demand 
for credit.

In this case, we have taken the bank balance sheet 
data provided by the ECB (Table  2  below), and 
we have attempted to construct a very simple 
macroeconomic model, where the financial system 
is required to satisfy the aggregate demand for credit 
(L is imposed) and where the financial system and 
the non‑financial sector combined have to meet the 
government’s borrowing requirement. Based on the 
starting situation shown in the table, we first analyse 
the regulatory constraints, using the same regulatory 
parameters as in the previous example. We see that 
all of them have been satisfied, except for the LCR, 
which falls far short. 

We then impose compliance with the LCR and we 
see how the banks, in their attempt to maximise 

return on equity, distort their balance sheets to adapt 
to this new constraint. This time, we allow them to 
adjust the term structure of their assets and liabilities.  
Not surprisingly:

•  the term structure of lending is distorted with more 
short‑term loans (less than one month);

•  repos  and  reverse  repos  have  to  be  cut 
back substantially;

•  long-term  market  financing  and  capital 
are increased;

•  compliance with the LCR requires banks to hold 
a large stock of HQLA.

Within the structure of a simple general equilibrium 
model, we see the same type of result as above, which 
confirms the findings in the case of a universal bank.

2| the “hidden” collAterAl 
constrAint

In our analysis of the regulatory constraints 
above, we have not considered collateral and its 
impact on the bank. In the real world, one of the 
features of developments in banking and shadow 
banking has  been the extraordinary growth of 
collateralisation. Banks’ mistrust of each other and 
of other financial system participants has intensified 
the phenomenon. The Basel II and, more especially, 
the Basel III regulations have provided an added 
incentive for seeking collateral and making margin 
calls. So much so, that we are starting to reason in 
terms of collateral supply and demand, and there 
are growing concerns about the risk of shortages.

Table 2
Euro area banks’ balance sheet

(EUR billions)

Assets Liabilities

Loans 13,062 Capital 2,466

Securities 6,675 Market debt 4,592

Reverse repos 6,627 Repos 6,627

Deposits 12,255

Reserves 564 Refinancing 989

Total 26,928 Total 26,928

Source: ECB
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The logical way to approach the issue of collateral 
shortages is to wonder how and at what cost 
(M.  Singh,  2010)2 financial players can obtain 
the assets that their counterparties demand to 
(i)  securitise loans, (ii)  obtain the central bank 
refinancing that they may need, (iii) underlie the 
repos needed to finance their market activities 
and lending, (iv) be a backstop for covered bonds 
that they issue on the market, (v) accumulate the 
reserves of high‑quality assets that the regulators 
demand for their liquidity management and (vi) put 
up the initial margins or respond to margin calls from 
clearing houses or their counterparties in market 
transactions. Naturally, this matter is complicated 
by the different haircuts applied to different assets 
and the specific features of the eligible assets for 
this or that use. It  has become so complicated 
that banks are now setting up actual collateral 
management departments.

Even if we assume that such collateral management 
is satisfactory, and there is no certainty that it will 
be, we still have to deal with another collateral 
constraint, which we call the “hidden constraint”.3 
This constraint stems from the externality created 
by this collateralisation of lending: once all the 
pledges have been made, can we be sure that the 
unencumbered assets remaining will cover the 
banks’ unsecured borrowing in the form of deposits 
or conventional debt?

The findings based on the euro area data published 
by the ECB are spectacular. In the middle of 2011, 
euro area banks had EUR 10,335 billion in deposits 
and EUR  3,160  billion in unsecured borrowing, 
representing total exposure of EUR 13,495 billion 
for their depositors and lenders. What assets 
did they have to secure repayment of this 
debt? Of  their EUR  16,679  billion in assets, a 
fraction was pledged. Central bank refinancing 
accounted for EUR 538 billion, repos accounted 
for EUR 440 billion and covered bonds accounted 
for EUR 1,587 billion, for a total of EUR 2,565 billion. 
When we include the haircuts, we can consider that 
some EUR 3,000 billion in assets were pledged as 
collateral. If we assume banks want to keep half 
of their refinancing in the form of eligible assets 
to cover contingencies, this may add another 

EUR 300 million to the encumbered assets, making 
the total EUR 3,300 billion. Ultimately, this leaves 
only EUR  16,679  billion  –  EUR  3,300  billion  = 
EUR 13,379 billion to cover EUR 13,495 billion in 
unsecured borrowing. And since the secured loans 
are already collateralised with the best assets, there is 
reason to fear that the unencumbered assets are also 
the riskiest assets. If we assume that the provisions 
to be set aside for these loans are 3% of the principal, 
the collateral shortfall stands at approximately 
EUR 500 billion. This gives the “hidden constraint” 
and it is binding, even if we accept a low margin 
of safety: the banking system’s unsecured deposits 
and borrowing are not covered by its holdings of 
unencumbered assets. Now this does not constitute 
an infringement of the standards imposed by 
regulators, which makes it a virtual threat, but it is 
a real constraint nonetheless, since it determines the 
long‑term viability of banks. And we already know 
that, sooner or later, the market will take notice, and, 
once it does, it will not let go of the problem until it 
has been remedied.

These findings have two consequences. In terms 
of banks’ financial structure, they show that 
unsecured borrowing, particularly medium‑term 
and stable borrowing, is critical for financial stability. 
Not only because it can be substituted for certain 
capital functions, but also because it ensures the 
sustainability of the bank’s growth. Once again, what 
seems to be a virtue on a microeconomic scale is 
actually harmful on a more global scale.

The second consequence of these findings relates to 
monetary policy. Because of this constraint, all else 
being equal, the supply of bank lending is smaller. 
With no change in the level of credit demand, this 
constraint is bound to lead to wider credit spreads 
and become a drag on economic growth. But there are 
more serious effects: any increase in uncertainty and 
fear leads to demands for more collateral and larger 
haircuts, simultaneously in most cases. The collateral 
constraint is strengthened, which accentuates the 
credit crunch. This  multiplier effect is seen in 
interbank transactions and can freeze the market.

Unfortunately, nobody seems to be seriously 
concerned about this matter.

2 Singh (M.) (2010): “Collateral, netting and systemic risk in the OTC derivatives market”, IMF Working Paper, No. 10/99.
3 Levy-Garboua (V.) and Maarek (G.) (2013): “La contrainte cachée du collatéral”, Revue d’Économie Financière, Vol. 1, pp. 197-220.
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3| systemic risk And the lender 
of lAst resort

Bank panics are never the primary cause of 
financial crises, but they are the most spectacular 
manifestations of such crises. Diamond and Dybvig4 
explained this phenomenon with a model that is still 
a benchmark for economists. However, the events 
of 2007‑2008 in the United States, and the events 
of 2011 in the euro area were of a different nature:5 
retail customers and business customers did not 
withdraw their money from banks, but institutional 
investors, insurance companies, investment funds 
and banks did. The bank run occurred within the 
financial system first. The size of the financial system 
and the dense network of relationships between 
banks and the shadow banking system made for 
a violent implosion and terrifying contagion. 
Therefore, regulators need to address this new type of 
systemic risk, which starts in the financial economy 
and spreads, infecting initially sound institutions 
and, ultimately, spilling over into the real economy. 
For regulators, the fear is that conventional prudential 

policies, applied to each institution individually, 
will be inadequate. Either the infectious agents will 
be beyond the regulators’ control or else a benign 
imbalance will “snowball” and become unstoppable as 
it is propagated throughout the system. This means 
that macroprudential policies are required.

A simple model provides a spectacular view of 
the danger in the financial system. Imagine that 
N identical economic agents (banks) each hold an 
initial capital stock K0 (which may be a portfolio of 
loans and securities) and that each one lends to N-1 
other banks the same sum L/(N-1), where L denotes 
the aggregate claims and debt of each of the N banks. 
The representative bank, therefore, has two assets, 
N-1 identical claims on the other banks, and assets 
financed with its capital (equal to the initial capital 
endowment K0). Its liabilities are its debt towards 
other banks (in the form of N-1 identical deposits 
of L/(N-1 each). The value of capital stock is a random 
variable K1 at the end of the period, but K1 is always 
positive.6 Let us also assume that the interest rate 
for risk‑free assets is zero, which means that L is the 
sum due at maturity.
 

Box 2

Systemic risk

The table below describes claims and debts in the universe under consideration, under the assumptions specified above. 
The table is filled in for Bank 1 only to make it easier to read, but it could easily be filled in for each of the N banks.

Let the interest rate on risk‑free assets be zero. The market value of L is the sum due at maturity. This value is equal to 
the expected value of the pay‑off (denoted PO()), which is a random value since K1 is also random.  More specifically:

PO(L) = L if the bank’s net situation is positive at maturity, i.e. K1 + Σi POi (L/N‑1) > L

…/…

Bank 1 Bank 2 ... Bank j ... Bank N Capital Total liabilities

Bank 1 0 L/(N‑1) L/(N‑1) L/(N‑1) K K + L

Bank 2 L/(N‑1) 0

...

Bank i L/(N‑1)

...

Bank N L/(N‑1)

Productive capital K

Total assets K + L

Liabilities
Assets

4 Diamond (D.) and Dybvig (P.) (1983): “Bank run, deposit insurance and liquidity”, Journal of Political Economy, Vol. 81 (3), June.
5 Shin (H. S.) (2010): Risk and Liquidity, Oxford University Press.
6 Log K1, for example, is a lognormal random variable with an expected value of log K0 and a standard deviation of log σ that is always positive.
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If we look at this economy in aggregate, there 
is no risk of bank failure. The banks may lose 
money or gain money, depending on whether 
K1 is smaller than or greater than K0, but the 
banks remain solvent under all circumstances. 
And yet, the network of debts and loans created 
gives rise to a microeconomic risk of bank 
failure. This finding holds true, even if hazards 
are independent of each other and there is no 
correlation between risks. 

This paradoxical result is found simply by calculating 
the probability of failure p for each bank in two ways. 
Either by identifying the value of the debt as (1-p)L. 
Or explicitly, by calculating the probability that the 
bank’s net situation will become negative, meaning 
that the value of the bank’s assets (K1 plus the value 
of the N-1 loans made to other banks) falls below L 
and makes it unable to repay its debts. When we set 
these two equations equal to each other, we find that 
p is positive!

PO(L) = 0 otherwise. We accept that if the bank fails, its creditors will not recover any of their money.

Let p denote the probability of bank failure. This gives us an expression for the market value of the debt:

(1) E (PO (L)) = (1 – p) L

For the sake of symmetry, the probability of failure is the same for all the banks. A second expression is given by the 
condition: Z = K1 + Σi POi (L/N‑1) > L

The right‑hand side of the equation is the sum of two random variables Z = X + Y

X = K1 is log‑normally distributed, and Y = Σi POi (L/N‑1) is binomially distributed B(N‑1; p), except for the multiplicative 
constant L/N‑1. We assume that the hazards for the different banks’ capital are independent. We calculate the 
distribution function for Z using the convolution  

Prob (Z < z) = ΣyProb (Y = y).Prob (X < z – y)

Prob (Z < L) = Σy CN-1 (1-p) py N-1-y L
N-1

y .F(L-y ) where F is the distribution function of the log‑normal distribution of parameters 
K0 and σ. This gives us a second equation for the probability of bank failure, p.

Ultimately, p is obtained as the root of the equation:

Σy (2) p = (1-p) p N-1-y L
N-1

(N-1)!
y!(N-1-y)!

y
.F(L-y )

The equation takes the form x = f(x), and applies the interval (0,1) to itself. This means that it has at least one fixed 
point solution.

Simulations:

The simulation concludes that the probability of failure p is 16.5%…

… whereas, with no debt, the probability of failure would have been zero, since Prob (K1<0) = 0, because of the 
log‑normal distribution. The claims and debts give rise to a risk of bank failure, even though the system has no debt 
towards the exterior.

Parameters

Number of banks N 11

Capital stock K0 50

Each bank’s debt L 175

Claims on each bank L/N‑1 17.5

Log‑normal distribution

log K0 3.91

log σ 15%
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The chart above illustrates this discussion. 
 
To interpret this result, we merely have to realise 
that the equality above leads to three solutions 
illustrated in the chart: at fixed point A, the solution 
of p=0 is rational (and stable); at the other extreme, 
at fixed point C, the solution is p = 100% if each 
bank is convinced that its peers will fail. In this case, 
bank failure is certain, but irrational (and stable). 
Finally, there is a solution between the two extremes 
(at fixed point B), where p has an intermediate 
value. With this solution, a “belief” can take hold and 
becomes a self‑fulfilling prophecy. This solution is 
possible, yet unstable: any arbitrarily small deviation 
drives p to one of the extreme solutions.

One way to avoid finding ourselves in a world where 
self‑fulfilling prophecies determine equilibriums is 
to introduce an “exogenous agent” that can lend to 
banks, but cannot borrow from them. Such agents 
may be savers/depositors (as long as they do not 
borrow); or, more simply, the central bank that 
refinances the banking system (without taking its 
reserve deposits). This exogenous lender (of last 
resort?) may help stabilise the financial system, but 
it does not eliminate the risk of bank failure. We can 
then show7 that:

(i) there is only one equilibrium with a non‑zero 
probability of bank failure;

(ii) the probability of bank failure depends on the 
financial structure of the economy. For example, 
when the capital and borrowed principal are given 
for each bank, p increases as the gross debt increases, 
even though net debt is invariant. Increasing capital 
then becomes the preferred way of reducing the 
probability of bank failure;

(iii) the probability of bank failure is a decreasing 
function of the number of banks, all else being equal.

These results are obtained under the assumption 
of independent hazards. If hazards were correlated, 
the risk should be greater. For example, if too many 
banks are exposed to real estate risk, systemic risk 
is bound to increase. 

This model can be generalised by eliminating the 
assumption of the banks’ symmetry. In this case, 
a probability vector p1, p2,… pN would have to be 
determined. A new kind of stress test would calculate 
the risk of failure of major banks by mapping their 
reciprocal dealings and their exposures to various 
types of economic risks.

4| conclusion

The moral of this story is simple. The complicated 
measures under Basel  III aimed at constraining 
banks have hardly any impact on two key aspects 
of prudential policy: stopping banks from taking 
bad risks and preventing systemic risk and the 
propagation of bank failures. It is vain to think that we 
can construct individual constraints that are effective 
enough to stop banks from ever creating situations 
that are dangerous for the rest of the economy. 
Such  thinking could even be counterproductive. 
In the case of Basel III, the constraints are so strict 
that they will probably create and perpetuate 
other inefficiencies that will burden the economy. 
These criticisms do not mean that all reform is 
pointless, or, for example, that it is not a good idea 
to increase capital or place greater emphasis on 
liquidity. But  it would be fruitful to consider the 
concerns expressed here during the application phase 
and come up with the necessary remedies.
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7 Maarek (G.) (2013): “Structure financière et risque systémique”, Working Paper, November.
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Western Europe and the United States have recently experienced a major banking crisis, followed by 
a severe economic recession with significant costs in terms of aggregate output and employment. 
These phenomena are not unique: banking crises are recurrent phenomena, triggering deep and 
long‑lasting recessions. The main channel by which weaknesses in banks’ balance sheets affect the real 
economy is via a reduction in the supply of credit, i.e. a credit crunch. Importantly, banking crises are 
not random events that stem from exogenous risks, but arise after periods of very strong private credit 
growth. Therefore, for systemic risk, it is crucial to understand the determinants and implications of credit 
in good and bad times – the so‑called credit cycles. This paper analyses the relationship between credit 
cycles and systemic risk and, in particular, whether macroprudential policies affect credit supply cycles 
(i.e. credit cycles stemming from credit supply rather than demand). Moreover, the author reviews the 
impact on credit supply from one macroprudential policy: countercyclical bank capital requirements 
(based on the Spanish dynamic provisioning).
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Western Europe and the United States have 
recently experienced a major banking 
crisis, followed by a severe economic 

recession with significant costs in terms of aggregate 
output and employment. These phenomena are not 
unique: banking crises are recurrent phenomena, 
triggering deep and long‑lasting recessions.1 
The  main channel by which weaknesses in 
banks’ balance sheets affect the real economy is 
via a reduction in the supply of credit, i.e. a credit 
crunch. Importantly, banking crises are not random 
events that stem from exogenous risks, but arise 
after periods of very strong private credit growth. 
Therefore, for systemic risk, it is crucial to understand 
the determinants and implications of credit in good 
and bad times – the so‑called credit cycles.

Given the externalities of credit cycles for systemic 
risk, it is crucial to understand how macroprudential 
policy, in particular countercyclical capital 
requirements, affects the supply of bank credit in 
good and bad times.2 The damaging real effects 
associated with financial crises has generated a 
broad agreement among academics and policymakers 
that financial regulation needs to acquire a 
macroprudential dimension that ultimately aims to 
lessen the potentially damaging negative externalities 
from the financial to the macroeconomic real sector, 
as for example in a credit crunch. Countercyclical 
macroprudential policy tools could be used to 
address these cyclical vulnerabilities in systemic 
risk, by slowing credit growth in good times and 
especially by boosting it in bad times.  Under the 
new international regulatory framework for banks 
– Basel III – regulators agreed to vary minimum 
capital requirements over the cycle, by instituting 
countercyclical bank capital buffers (i.e. procyclical 
capital requirements). As part of the cyclical mandate 
of macroprudential policy, the objective is for capital 
requirements to increase during booms and decrease 
during busts, thus increasing the capital buffers that 
banks have when a crisis hits.

Introducing countercyclical bank capital buffers aims 
to achieve two macroprudential objectives at once. 
First, boosting equity or provisioning requirements 
during booms provides additional buffers in downturns 

that help mitigate credit crunches. Second, higher 
requirements on bank own funds can cool credit‑led 
booms, either because banks internalise more of the 
potential social costs of credit defaults (through a 
reduction in moral hazard by having more “skin in 
the game”) or charge a higher loan rate due to the 
higher cost of bank capital.  Countercyclical bank 
capital buffers could therefore lessen the excessive 
procyclicality of credit, i.e.  those credit supply 
cycles that find their root causes in banks’ agency 
frictions.  Smoothing bank credit supply cycles will 
generate positive firm level real effects if bank‑firm 
relationships are valuable and credit substitution for 
firms is difficult in bad times.

Despite the significant attention now given by 
academics and policymakers alike to the global 
development of macroprudential policies, except for 
that of Jiménez, Ongena, Peydró and Saurina (2013), 
no empirical study has so far estimated the impact of 
countercyclical capital requirements on the supply of 
credit and on real activity. One interesting example 
is the series of pioneering policy experiments with 
dynamic provisioning in Spain: from its introduction 
in 2000 and modification in 2005 during good times, 
to its amendment and response in 2008 when a severe 
crisis shock struck causing bad times.

First, I will briefly analyse credit supply in good 
times, its implications for the endogenous building‑up 
of excessive bank risk‑taking, and I will also analyse 
credit supply during financial crises. Second, based 
on Jiménez, Ongena, Peydró and Saurina (2013), 
I will summarise the main results of our paper on 
the Spanish experience with dynamic provisioning 
on credit supply over the period 2000‑2013. 

1| credit suPPly cycles,  
morAl hAzArd And systemic risk

Schularick and Taylor (2012) (and their following 
papers with Oscar Jordà) show that ex ante credit 
growth is strongly correlated with the likelihood 
of a financial crisis, and conditional on a crisis,  
the real effects are worse when a credit boom 

1 See Kindelberger (1978) and Reinhart and Rogoff (2008) for historical evidence.
2 Systemic risk is defined, based on Freixas, Laeven and Peydró (2014), as “the risk of threats to financial stability that impair the functioning of the financial 

system as a whole with significant adverse effects on the broader economy.”

FSR18.indb   218 24/03/2014   17:11:09page 218 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
Banque de France • Financial Stability Review • No. 18 • April 2014 219

Macroprudential policy and credit supply cycles 
José-Luis Peydró

precedes the crisis.3 For a sample of fourteen major 
developed countries over the last 140 years, they 
find that the cycles in credit growth consist of 
periods during which the economy is performing 
well and credit growth is robust (on average 7%) and 
periods when the economy is in recession and credit 
contracts (on average –2%).

Credit cycles stem from either: (i) non‑financial 
borrowers’  agency frictions and investment 
opportunities (credit demand) as in, for example, 
Kiyotaki  and  Moore  (1997), Lorenzoni  (2008), 
and Jeanne  and  Korinek  (2010), where better 
investment opportunities or the higher value of the 
collateral and net worth of firms and households 
result in higher credit, or (ii)  banks’  agency 
frictions (credit supply) as in, for example, 
Rajan  (1994), Holmstrom  and  Tirole  (1997), 
Diamond  and  Rajan  (2006 and  2011), 
Allen and Gale (2007), and Adrian and Shin (2011), 
where changes in bank capital, liquidity and 
competition allow changes in credit supply. 

The  main explanation of credit supply cycles 
is based on an agency view.4 The  agency view 
highlights agency problems at the core of the 
build‑up of systemic risk that have to do with the 
difficulties in  aligning the incentives between 
the principal (for  instance, bank bondholders or 
the taxpayers) and the agent (bank managers or 
shareholders). First, the basic agency problem stems 
from the fact that most financial intermediaries have 
limited liability (their losses are limited) and invest 
money on behalf of others (the final investors). 
Moreover, they are highly leveraged, notably 
banks that are funded almost entirely with debt. 
These frictions create strong incentives for excessive 
risk‑taking as there is little skin in the game for 
bank shareholders but high potential upside profits. 
Second, excessive risk‑taking notably increases 
when there are explicit and implicit guarantees and 
subsidies from the government (taxpayers) in the 
event of negative ex‑post risks (such as a financial 
crisis). This increases the ex‑ante agency problems 
of financial intermediaries as financial gains are 

privatised, but losses are in great part socialised. 
The agency view implies that, in good times, when 
banks have abundant liquidity they may undertake 
excessive risky lending projects, as they do not 
fully internalise the potential loan defaults or the 
externalities to taxpayers and other banks. In bad 
times, banks enter the crisis with little capital at 
stake, which leads to less bank liquidity, thereby 
causing a potential credit crunch in the economy, 
with negative real effects.5

2| emPiricAl evidence

Dynamic provisions – initially also called “statistical” 
later on “generic” provisions as a statistical formula 
is mandating their calculation that is not related to 
bank‑specific losses – are forward‑looking provisions 
that, before any credit loss is recognised on an 
individual loan, build up a buffer (i.e. the dynamic 
provision fund) from retained profits in good times 
that can then be used to cover the realised losses in 
bad times. The buffer is therefore countercyclical. 
The required provisioning in good times is over 
and above specific average loan loss provisions and 
there is a regulatory reduction of this provisioning 
(to cover specific provision needs) in bad times, when 
bank profits are low and new shareholders’ funds 
through for example equity injections are costly. 
Dynamic provisioning has been discussed extensively 
by policy makers and academics alike and dynamic 
provision funds are considered to be Tier  2 
regulatory capital.

I provide here a summary of Jiménez, Ongena, 
Peydró  and  Saurina  (2013), where we analyse: 
(i)  the  introduction of dynamic provisioning 
in  Q3  2000, which by construction entailed an 
additional non‑zero provision requirement for 
most banks, but –  and this is crucial for our 
estimation purposes  – with a widely different 
formula‑based provision requirement across banks;6 
and (ii) one policy experiment is in bad times (the 
sudden lowering of the floor of the dynamic provision 

3 Granted credit is not as forward-looking as change in the supply of committed credit as it is also affected by credit demand, notably drawn from existing credit 
lines; instead, change in lending standards from lending surveys is more forward-looking (see Maddaloni and Peydró, 2011 and 2013).

4 Another important view is the preference channel, in particular behavioural biases (see Stein, 2013 and Freixas et al., 2014).
5 See Iyer and Peydró (2011), Jiménez et al. (2012), Jiménez et al. (2014), Jiménez, Mian, Peydró and Saurina (2013), Iyer et al. (2014), Ciccarelli, Maddaloni 

and Peydró (2013a and 2013b), and the references therein.
6 We also analyse a modification that took place in Q1 2005, which led to a net modest loosening in provisioning requirements for most banks, and a shock in 2011 

that tightened provisioning requirements. See the paper. In the paper we also analyse further heterogeneous effects across firms and banks.
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funds in Q4 2008 from 33 to 10 percent such that the 
minimum stock of dynamic provisions to be held 
at any time equals 10 percent of the latent loss of 
total loans, which allowed for a greater release of 
provisions, and hence a lower impact on the profit 
and loss of the additional specific provisions made in 
bad times) and concurrently the (mostly unforeseen) 
crisis shock in  Q3  2008, where we analyse the 
workings of the dynamic provision funds built up 
by banks as of Q4 2007.

To identify the availability of credit we employ 
a comprehensive credit register that comprises 
loan (i.e. bank‑firm) level data on all outstanding 
business loan contracts, loan applications for 
non‑current borrowers, and balance sheets of all 
banks collected by the supervisor. We calculate the 
total credit exposures of each bank to each firm in 
each quarter, from Q1 1999 to Q4 2010. Hence the 
sample period includes six quarters before the first 
policy experiment (essential to run placebo tests) 
and more than two years of the financial crisis. 
We analyse changes in committed credit volume, 
on both the intensive and extensive margins, and 
also credit drawn, maturity, collateral and cost. 
By matching firm balance sheets with the business 
mortality register, we can also assess the effects on 
firm‑level total assets, employment and survival.

Depending on their credit portfolio  (i.e.  the 
fraction of consumer, public sector and corporate 
loans mostly) banks were differentially affected 
by the policy experiments. Therefore, we perform 
a difference‑in‑differences analysis where we 
compare before and after each shock differently 
affected banks’ lending at the same time to the same 
firm. Though we analyse the same bank before 
and after the shock, we further control for up to 
thirty‑two bank variables and also key bank‑firm and 
loan characteristics.

In good times we find that banks that have to 
provision relatively more (less) cut committed credit 
more (less) to the same firm after the experiment 
– and not before – than banks that need to provision 
less  (more). These findings also hold for the 
extensive margin of credit continuation and for credit 
drawn, maturity, collateral, and credit drawn over 
committed (as an indirect measure of the cost of 
credit). Hence, procyclical bank capital regulation 
in good times cuts credit availability to firms.7

But are firms really affected in good times by the 
average shock to the banks that they were borrowing 
from before the shock? We find that this is mostly 
not the case. Though total committed credit received 
by firms drops almost immediately following 
the introduction of dynamic provisioning  (and 
commensurately increases following its modification), 
three quarters after the policy experiments there is 
no discernible contraction of credit available to firms. 
Accordingly, we find no impact on firm total assets, 
employment, or survival, suggesting that firms find 
ample substitute credit from less affected banks (both 
from new banks and from banks with an existing 
relationship) and from other financiers.

In bad times the situation appears very different. 
Banks with dynamic provision funds close to the floor 
value in Q4 2008 (and hence that benefited most from 
its lowering in the third policy experiment) and banks 
with ample dynamic provision funds just before the 
start of the crisis permanently maintain their supply 
of committed credit to the same firm after the shock 
at a higher level than other banks. Similar findings 
hold for credit continuation, drawn and drawn over 
committed (i.e. at a lower cost of credit). At the same 
time these banks shorten loan maturity and tighten 
collateral requirements, possibly to compensate for 
the higher risk taken by easing credit volumes during 
the crisis.8

7 Results are robust to numerous perfunctory alterations in the specification (e.g. adding bank and loan characteristics and firm*bank type fixed effects), the 
sample (e.g. restricting it to firms with balance sheet information), and the level of clustering of the standard errors (e.g. multi-clustering at the firm and bank 
level). Even though for the first policy experiment for example we apply the dynamic provision formula to each bank’s credit portfolio in Q4 1998, rather than 
in Q3 2000 when the policy became compulsory for all banks, usual endogeneity concerns could persist. Policy makers capable of accurately predicting the 
aggregate and especially heterogeneous changes in bank credit could have devised the formula to maximise the credit impact for example. In that case excluding 
either the savings banks (that are often of direct interest to politicians) or the very large banks (i.e. four banks that represent almost 60 percent of all bank assets), 
and instrumenting realised bank provisions with the formula-based provisioning on the basis of banks’ past loan portfolios (shown not to be a weak instrument) 
allays any remaining endogeneity concerns as the estimates are not affected.

8 Results are again robust to alterations in the specification, the sample, the level of clustering of the standard errors, and to the exclusion of the very large banks. 
Importantly, given that more cautious banks could choose levels of provisioning higher than those stemming from regulation, the results are robust to the 
instrumentation of the (potentially endogenous) dynamic provision funds in Q4 2007 with the formula-based dynamic provision funds required for the bank’s 
portfolio for as far back as Q3 2000!
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Even more strikingly different in bad times than in 
good times is that the changes in loan level credit 
are binding at the firm‑level, i.e. credit permanently 
contracts especially for those firms that borrowed 
more from banks that at the start of the crisis had 
lower dynamic provision funds. Hence, firms 
seemingly cannot find a substitute for the lost bank 
financing. Indeed, we find that the granting of loan 
applications to non‑current borrowers in bad times 
is almost  30  percent lower than in good times. 
Consist with this interpretation we find that firm 
total assets, employment, or survival are negatively 
affected as well.

The estimates are also economically relevant. 
Following the crisis shock, firms with banks whose 
dynamic provision funds is 1 percentage point higher 
(over loans) prior to the crisis obtain credit growth 
that is 6 percentage points higher, growth that is 
2.5 percentage points higher asset, employment 

growth that is 2.7 percentage points higher, and a 
likelihood of survival that is 1 percentage point higher.

All in all, Spain introduced dynamic provisioning 
unrelated to specific bank loan losses in 2000 and 
modified its formula parameters in 2005 and 2008. 
In  each case, individual banks were impacted 
differently. The resulting bank‑specific shocks to 
capital buffers, coupled with comprehensive bank‑, 
firm‑, loan‑, and loan application‑level data, allow us 
to identify its impact on the supply of credit and on 
real activity. The estimates show that countercyclical 
dynamic provisioning smoothes cycles in the supply 
of credit and, in bad times, strongly upholds firm 
financing and performance. Therefore, the very large 
positive effects of countercyclical capital requirements 
for the macroeconomy appear in crisis times, when 
accessing equity markets for banks is costly, bank 
profits are low, and the substitution of financial sources 
for non‑financial firms and households is difficult.
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This article reviews the potential tensions between monetary and macroprudential policies and tries to 
quantitatively evaluate their importance. Both types of policies have overlapping transmission mechanisms, 
since they primarily work through the financial system. One policy shapes the playing field of the other. 
Thus, the effects of one policy need to be considered in the conception and implementation of the other, 
very much the same way as policy makers already take into account other structural economic features 
that affect the level and composition of output.

In order to evaluate how quantitatively important these interactions are we simulate a dynamic stochastic 
general equilibrium model that we calibrate to euro area data. The model encompasses, among others, 
financial frictions that manifest themselves as a collateral constraint. Macroprudential policy is modeled 
as a countercyclical variation in the intensity of the latter. We embed three macroeconomic shocks that 
illustrate the key propagation and amplification mechanisms of the Great Recession. Finally, we explicitly 
consider the zero lower bound (ZLB) on nominal interest rates. Given this set‑up, our main findings are:

•  macroprudential policies act as a useful complement to monetary policy during crises, by attenuating 
the decrease in investment and, hence, output;

•  forward guidance is very effective at the ZLB, by providing a substantial boost to demand and reducing 
the costs of private deleveraging at the same time;

•  overall, countercyclical macroprudential policies do not undo the benefits of forward guidance, but 
rather sustain them.
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Prior to 2007, there was a broad consensus on 
policy objectives, the tools necessary to attain 
them, and their implications for stabilising the 

economy. The recent financial turmoil has completely 
undermined this consensus showing that price stability 
does not guarantee financial or, for  that matter, 
macroeconomic stability. Economists and policy makers 
now largely agree that policies explicitly targeted at 
reducing the frequency and gravity of financial crises 
are necessary to ensure macroeconomic stability. 
Yet, experience and knowledge of these policies and 
their interactions with other public policies, and 
notably monetary policy, are still limited.

This article, therefore, offers a review of the literature in 
an attempt to examine the potential tensions between 
these two types of policy. It then presents a series of 
quantitative simulations to study these tensions under 
a crisis scenario. More specifically, we simulate a 
dynamic stochastic general equilibrium model subject 
to shocks that trigger a recession similar in amplitude 
to the Great Recession. We use these simulations to 
assess whether a countercyclical macroprudential 
policy might jeopardise monetary policy and show 
that, contrary to what might have been expected, both 
policies seem to be largely complementary. This turns 
out to be particularly true for the scenarios in which 
the central bank can engage in forward guidance.

1| hoW do interActions  
betWeen monetAry And 
mAcroPrudentiAl Policies Arise?

1|1 The role of different distortions

The ultimate goal of policy is to ensure the highest 
attainable level of welfare, which implies an efficient 
level and composition of output. In the presence of 
distortions, economic policy will target intermediate 
goals – such as price or financial stability – that entail 
mitigating these welfare‑reducing distortions. When 
price rigidities are the only distortion to which the 
economy is subject, monetary policy aims to stabilise 

inflation in order to eliminate the fluctuations of 
output generated by price rigidities (Woodford, 2003). 
Thus, by keeping monetary policy focused on price 
stability, output stability is guaranteed and the best 
feasible outcome for welfare is obtained.1

Financial market imperfections give rise to distortions 
that manifest in the form of excessive risk‑taking ex ante 
and negative asset‑price or exchange‑rate externalities 
ex post. When these distortions vary over time, 
respond to economic conditions, or affect one sector 
of the economy more than others, the composition 
of output is affected (Curdia and Woodford, 2009; 
Carlstrom and Fuerst, 2010). Welfare maximisation 
then requires adding financial stability as an 
intermediate goal for policy, as this mitigates the 
distortions in the level and/or composition of output 
caused by financial market imperfections.2

1|2 Side effects of monetary  
and macroprudential policies

In a perfect world where monetary and 
macroprudential policies completely meet their 
targets, side effects of one tool on the target of 
the other might be negligible. A more realistic 
framework is, however, one in which distortions 
respond to economic conditions and in particular to 
policy: changes in the policy rate, for instance, affect 
incentives to take excessive leverage, while leverage 
is an intermediate target for macroprudential policies. 
Side effects from monetary policy on macroprudential 
targets, and from macroprudential policies on output 
and inflation, therefore, need to be considered  
(for an overview, see IMF, 2013).

1|3 What monetary policy can entail  
for financial stability

Monetary policy can have an effect on financial 
stability through a host of channels:

•  changes in the monetary stance affect the tightness 
of borrowing constraints and the probability of 

1 For the importance of real wage rigidities and the resulting trade-off between stabilising output and inflation, see Blanchard and Gali (2007).
2 Note that some types of financial distortions or their conjunction give rise to systemic risk, which cannot effectively be addressed by microprudential regulation. 

See Bianchi (2011), Caballero and Krishnamurthy (2003, 2004), Lorenzoni (2008), Mendoza (2010), Korinek (2010) and De Nicolò et al. (2012) for a review of them.
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default. While monetary easing relaxes collateral 
constraints, tightening can adversely affect the 
quality of borrowers, leading to higher default rates 
(Allen and Gale, 2000; Goodhart et al., 2009);

•  monetary policy can influence the risk-seeking 
behaviour of financial intermediaries. Low interest 
rates can create incentives to expand balance sheets, 
reduce screening efforts (Borio and Zhu, 2008), and 
seek more risk in order to achieve higher returns 
(Rajan,  2006; Challe  et  al.,  2013). In addition, if 
monetary policy is expected to be accommodative 
in case of financial turmoil, this creates additional 
incentives to correlate risks (Farhi and Tirole, 2012);

•  by affecting aggregate financial prices, monetary 
policy can potentially exacerbate externalities. Low 
interest rates can lead to increases in asset prices, 
which can trigger further increases in leverage and 
lead to asset price booms, amplifying the financial 
cycle (Bernanke and Gertler, 1989). Conversely, 
a tightening of the monetary stance can cause 
collateral constraints to bind and fire sales to follow 
(Shin,  2005). In open economies, interest rate 
hikes can attract capital flows, lead to excessive 
borrowing in foreign currency, and lay the ground 
for exchange rate externalities (Bruno and Shin, 2012; 
Hahm et al., 2012).

The intensity of these effects depends on the point 
in the financial cycle and the financial structure and 
capital account openness of an economy. As financial 
imbalances build up, low policy rates can induce 
risk‑taking and increase leverage. Interest rate hikes 
close to the peak of the financial cycle, can cause 
borrower defaults. More generally, in open and 
financially‑integrated economies, domestic monetary 
policy has a weaker influence over domestic 
long‑term rates and asset prices, but exchange rate 
externalities may become more important.

1|4 How macroprudential may influence 
the conduct of monetary policy

Well‑targeted macroprudential policies can contain 
the undesirable effects of monetary policy, thereby 

reducing policy dilemmas and creating additional 
room for manœuvre for monetary policy. For instance, 
limits on debt‑to‑income (DTI) ratios can attenuate 
the impact on defaults from a tightening of monetary 
policy (Igan and Kang, 2011); capital requirements 
or leverage ratios can help contain increases in bank 
leverage in response to low policy rates and reduce 
risk‑taking incentives (Farhi and Tirole, 2012); limits 
on loan‑to‑value (LTV) ratios can lessen asset price 
booms, when accommodative monetary policy drives 
up asset prices (IMF, 2011); limits on foreign exchange 
lending can reduce the systemic risk associated with 
capital flows (Hahm et al., 2012).

In addition, macroprudential policies can affect the 
composition and level of output and inflation, since 
they have an effect on credit flows.

•  Dynamic capital buffers can increase the resilience 
of the banking system and contribute to the proper 
transmission of monetary policy. This reduces 
the need for monetary policy makers to offset the 
effects of tighter credit conditions on output, as the 
buffers can help sustain the provision of credit to the 
economy and reduce the depth of the downturn.3 
Conversely, in the absence of sufficient buffers, 
an erosion of capital may lead banks to reduce the 
supply of credit. This may even be the case when 
policy rates are lowered substantially.

•  Limits  on  LTV  and  DTI  ratios  contain  house 
price accelerations and changes in household debt 
more broadly. In this sense they also dampen the 
associated changes in aggregate demand to which 
monetary policy may have to respond.

•  These tools also allow the appropriate transmission 
of monetary policy when house prices are falling. 
As a low LTV can mitigate the probability that the 
principal exceeds the value of the property, borrowers 
may refinance their loans by taking advantage 
of lower mortgage rates that an easing of monetary 
policy might bring about (Geanakoplos, 2010).

•  Limits on LTV and DTI smooth the credit cycle 
and reduce, therefore, the depth and duration of the 
downturn. These tools can, thus, alleviate the risk 
that monetary policy will hit its lower bound.

3 When high credit growth triggers an increase in the dynamic capital buffer in good times, the buffer can cushion the effect of losses on bank balance sheets and 
thus help maintain the flow of credit when losses materialise.
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•  Reserve  requirements  (RR)  restrain  excessive 
credit growth without attracting capital inflows that 
may lead to an appreciation of the exchange rate. 
When used as a macroprudential tool, they might, 
hence, be a useful complement to monetary policy, 
especially in open economies (Tovar et al., 2012).

2| the crux of the mAtter: 
oPerAtionAl And  
institutionAl consequences

Given the policy relevance of macroprudential 
policies and their interactions with monetary 
policy, it is important to emphasise the operational 
and institutional consequences that arise when 
macroprudential tools are not perfectly targeted 
or implemented, do not fully offset the financial 
shock or distortion targeted, and are subject to time 
inconsistency issues arising in part for reasons of 
political economy.

2|1 Technical issue of setting target values  
for financial stability

Financial stability concerns are hard to capture, let 
alone quantify in practice. It is difficult to differentiate 
efficient market responses from those implied by 
market failures or externalities. In this respect, it 
remains a challenge to measure changes in financial 
stability, as reflected in the long‑standing debate on 
whether policy makers can identify or prevent asset 
price bubbles.

Moreover, some of the suggested macroprudential 
tools have never been tried in practice. Limited 
knowledge on the quantitative impact of 
macroprudential policies, therefore, makes their 
calibration difficult. In addition, experience still needs 
to be gained on how to adjust macroprudential policy 
tools in the face of changing economic conditions, 
and quantitative research faces a range of obstacles. 
Finally, practical experience with the use of both 
monetary and macroprudential policies for price 
and financial stability is still limited. While some 
countries have used both policies in conjunction, few 
countries have done so with clearly articulated and 
communicated objectives (IMF, 2012; 2013).

2|2 Where one type of policy  
is constrained, the demands  
on the other will be exacerbated

Weaknesses in the application of macroprudential 
policies make it more likely that monetary policy may 
need to respond to financial conditions. In models 
where macroprudential policy is absent or time 
invariant, it may be optimal for monetary policy 
to respond to financial conditions. By extension, to 
reduce the effects of imperfectly targeted or less 
effective macroprudential policy, it could be desirable 
for monetary policy to respond to financial conditions 
(IMF, 2013).

Conversely, where monetary policy is constrained, 
the demands on macroprudential policy may be 
greater. Financial distortions can manifest themselves 
in the form of an inefficient composition of output, 
including across member countries of a currency 
union. In such cases, macroprudential policies need 
to address the adverse side‑effects of monetary policy 
on financial stability. In addition, macroprudential 
policies would preferably be coordinated inside 
the currency union, as acknowledged by the 
founders of the European Systemic Risk Board. 
Finally, macroprudential policies will need to be 
supplemented by fiscal and structural policies.

2|3 From the Tinbergen  
to the separation principle

Given the potentially high degree of 
interconnectedness between the two  types of 
policies, it is essential that macroprudential policies 
be assigned clear targets and given adequate and 
distinct instruments to attain them. A straightforward 
application of Tinbergen’s principle, thus, stipulates 
that the objective of financial stability has to be 
paired with the necessary toolkit. This contributes 
to avoiding trade‑offs between the goals of financial 
and price stability.

Furthermore, it should be emphasised that 
macroprudential and monetary policies are not only 
technically but also conceptually separate. Their goals 
and instruments differ, which means that both types 
of measures have to be assessed and decided upon 
independently. When policy rates move in response to 
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the inflationary outlook, this does not necessarily mean 
that there will be consequences for macroprudential 
decisions. Reciprocally, depending  on systemic 
risk developments, macroprudential measures can 
be implemented or phased‑out without implied 
consequences for interest rate decisions.
 
This is an application of the separation principle 
–  initially developed to distinguish conventional 
from non‑conventional monetary policies  – 
to macroprudential policies (Trichet,  2013). 
The  separation principle is especially pertinent 
when, in the presence of certain types of shocks, 
one type of policy has to be tightened while the 
other has to be loosened (De Paoli and Paustian, 2013; 
Quint and Rabanal, 2013). It also becomes applicable 
when one type of policy is constrained, for instance, 
when nominal interest rates hit the zero lower 
bound (ZLB), as the remaining policy options are, by 
definition, assessed independently (Goodhart, 2010).

The above reflects the tensions that are inherent 
in the simultaneous implementation of monetary 
and macroprudential policies. Although their 
intermediate targets and tools differ, both types of 
policies have overlapping transmission mechanisms, 
since they primarily work through the financial 
system. One policy shapes the playing field of the 
other. Thus, the effects of one policy need to be 
considered in the conception and implementation of 
the other, very much in the same way as policy makers 
already take into account other structural economic 
features that affect the level and composition of 
output. At the same time, distinct policy goals call 
for separate tools to achieve them, and the various 
possible economic conditions require that both types 
of measures be decided upon independently.

2|4 Why central banks make good 
macroprudential supervisors

Historically, several central banks have been in charge 
of financial stability (Bordo, 2007; Goodhart, 2010). 
Moreover, even when central banks were assigned a 
relatively narrow mandate, such as that of inflation 
targeting in recent years, they often played a decisive 
role when financial instability struck. In particular, 

their ability to act as lender of last resort in the 
financial system and to manage liquidity in the 
interbank market typically made them a key player 
in crisis management.

As liquidity and crisis management, on the one 
hand, and systemic risk and financial stability, 
on the other, are intrinsically linked, central 
banks are also well suited to take a leading role in 
macroprudential oversight and regulation. What is 
more, there are a number of benefits from assigning 
banking supervision and broader macroprudential 
policy‑making to a central bank:

•  data collected and analyses conducted as part of 
banking supervision – micro‑ or macroprudential in 
nature – provide valuable additional information 
about the financial sector and the state of the 
economy (Peek et al., 1999). The value added of 
this information becomes even more critical in 
a crisis, given its importance for the transmission 
of monetary policy;

•  supervisory data broaden the basis for assessing 
monetary policy options. This is especially 
the case in the euro  area, where bank lending 
accounts for almost two‑thirds of the total financing 
of non‑financial corporations. Hence,  monetary 
transmission channels through the banking sector are 
particularly important in understanding the effects 
of monetary policy;4

•  a  single  institution  can  avoid conflicts and 
coordination problems between separate policy 
authorities, while taking into account the interactions 
between monetary, supervisory and regulatory 
policies.5 This might be particularly important in 
a crisis and in a multi‑country setting;

•  a central bank has strong incentives to supervise 
rigorously, as this reduces the likelihood of crises 
and, therefore, of lender‑of‑last‑resort interventions. 
In addition, rigorous supervision counters the credit 
and interbank market related risks implied by 
weak financial institutions. Finally, close banking 
supervision ensures the soundness of counterparties 
in monetary policy operations, which protects 
the central bank’s balance sheet, safeguarding its 
independence and credibility.

4 Reciprocally, the analyses of money and credit are essential to preserving financial stability (Issing, 2003).
5 White (2011) points out how the fragmented supervisory system in the United States led to “competition in laxity” among regulators and “regulatory arbitrage” by banks.
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2|5 The financial and fiscal dangers  
for monetary policy

Despite the advantages of macroprudential and 
monetary policies being conducted by the same 
institution, having both under the same roof comes 
with its own risks. These stem mainly from the 
fact that a financial stability objective may have 
distributional and fiscal consequences.

•  An effective macroprudential supervisor might 
have to impose sanctions or levy taxes. These 
actions, however, hinge on and are embedded 
into national democratic legislations. In practice, 
the systemic supervisor will, thus, have to closely 
engage with government(s) in order for sanctions 
and/or taxes to be implemented (Goodhart, 2010).

•  Governments insure the systemically important 
parts of their financial systems. As the ultimate 
provider of such insurance, governments should be 
expected to maintain a close involvement with the 
conduct of systemic stability (Goodhart, 2010).

•  Conflicts of  interest  could arise  regarding  the 
resolution of insolvent banks. In particular, central 
banks could be inclined to continue lending 
to weak banks for fear that winding them up 
would trigger losses, and political interference 
could seek to avoid costly bank restructurings 
(Brunnermeier and Gersbach, 2012; Gerlach, 2013).

In order to avoid financial or fiscal dominance 
over monetary policy, it is, therefore, essential 
that governance structures for the monetary 
and supervisory functions be strictly separated. 
This should entail a separation of the decision‑making 
bodies. As already pointed out, it should also involve 
distinct policy goals and instruments. These safety 
devises should go a long way to solve potential 
conflicts of interest (Cœuré, 2013).

In addition, beyond a clear functional separation inside 
the central bank, supervisory and macroprudential 
policies also need to be distinctly separated from 
resolution authorities. A well‑functioning bank 
resolution mechanism endowed with an appropriate 
set of tools and an adequate financial backstop 

limits risks to governments’ balance sheets. Hence, 
such an outside mechanism alleviates the risk of 
fiscal dominance, contributing to the central bank’s 
credibility and independence.

3| quAntitAtive evidence  
on the interActions  
betWeen monetAry Policy  
And mAcroPrudentiAl Policy  
in crisis times

The previous section discussed tensions that are 
inherent in the simultaneous implementation of 
monetary and macroprudential policies. As we saw, 
these tensions stem mainly from the fact that both 
types of policies have overlapping transmission 
mechanisms working through the financial system. 

Tensions between both types of policies might 
turn particularly acute in crisis times, when 
monetary policy runs out of standard ammunition. 
Once the ZLB on the nominal interest rate has been 
reached, monetary policy is left with non‑standard 
tools. Be it credit easing, quantitative easing, or 
forward guidance, these tools aim at stimulating 
credit by affecting the yield curve (either through a 
compression of credit and term premia or by directly 
trying to flatten the yield curve).6

Thus, by their very nature they may run into conflicting 
objectives with macroprudential policy at some point. 
The intuition behind this is straightforward: 
non‑standard monetary policy tries to boost credit 
in the recovery phase, while countercyclical 
macroprudential policies mechanically undo part of 
the credit boom. Although this tension seems well 
established from a theoretical point of view, it remains 
to be seen whether it is quantitatively relevant.

In the remainder of the paper we address this issue 
by quantifying the interactions between monetary 
and macroprudential policies in times of crisis. 
Addressing this question requires a model that we 
can use as a “laboratory” to compare alternative 
policies. To this end, we develop a dynamic 

6 In the euro area, the bulk of non-standard interventions took the form of longer term refinancing operations (LTROs). While these policies operate through the same 
transmission channels as those of credit easing, they also have specific features. See Cahn et al. (2014) for a quantification of the macroeconomic effects of LTROs.
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stochastic general equilibrium (DSGE) model, which 
we calibrate to euro area data.

3|1 The quantitative framework

The model considered here is an extension of the 
one developed by Liu, Wang and Zha (2013), which 
itself is a variation of Iacoviello (2005). As in the 
other setups, there are two distinct types of agent: 
households and entrepreneurs.7

3|2 The protagonists

Households supply labour, consume, invest in 
housing, and lend funds to financial intermediaries 
(not modelled explicitly). Financial intermediaries, 
in turn, lend funds to entrepreneurs. This process 
is subject to financial frictions. The latter manifest 
themselves as a collateral constraint that financial 
intermediaries impose on entrepreneurs (and 
which might be thought of as resulting from 
similar constraints imposed by households on 
financial intermediaries).

Entrepreneurs consume, produce and borrow to 
finance purchases of new housing units and capital 
units used for production. Production is undertaken 
by combining labour, capital, and residential 
investment. While highly stylised, this framework has 
been shown to capture, in a quantitatively convincing 
way, essential characteristics of the business cycle 
(Iacoviello, 2005; Lui et al., 2013).

3|3 More frictions accounted for  
in our framework

Our model is then augmented by introducing sticky 
prices and wages. These nominal rigidities create 
distortions in the competitive equilibrium that justify 
the intervention of a central bank. In our framework, 
as in the discussion of the previous section, the central 

bank has the specific objective of price stability. 
Yet, as nominal rigidities affect both prices and wages, 
it is not possible to perfectly stabilise the business 
cycle by just stabilising prices. We capture how the 
central bank dynamically responds to economic 
circumstances through a simple Taylor rule.

In  addition, our model features a large number 
of additional frictions. In particular, we allow for 
partial indexation of inflation and wage inflation to 
past inflation. Both entrepreneurs and households 
have preferences characterised by habit formation,8 
a feature often discussed in the literature as necessary 
to capture aggregate persistence. There are also 
dynamic adjustment costs to investment, which 
allow us to reproduce the hump‑shaped response of 
investment to a number of shocks.

3|4 Modelling macroprudential policy

Macroprudential policy is modelled as a 
countercyclical variation in the intensity of the 
collateral constraint. We view this as a useful 
modelling device since it allows us to capture the main 
characteristic of macroprudential policies, without 
having to specify a complete setup rationalising the 
advent and design of such policies.

In particular, in boom periods, i.e. when asset and 
house prices increase, it becomes easier to borrow 
large amounts against collateral. Macroprudential 
policy then leans against the wind by tightening 
the collateral constraint, thus, mitigating the effects 
of raising asset prices. Conversely, in periods 
of depressed activity, i.e. when asset prices are 
decreasing, countercyclical macroprudential policy 
softens the collateral constraint, hence, stimulating 
investment in housing and capital.

Finally, for parameter values of the above we 
rely on Beau et al. (2011), as the authors estimate 
a simplified version of our model on euro area data. 
The Box below offers a complete description of the 
model. For further details, a technical appendix is 
available from the authors upon request.

7 Beau et al. (2011) consider a similar model. Here, however, the collateral constraint features both housing and capital, as in Liu et al. (2013). This apparently 
innocuous elaboration turns out to be essential to generate the crisis episode that we discuss in this paper.

8 Under habit persistence, an increase in current consumption lowers the marginal utility of consumption in the current period and increases it in the next period. 
Intuitively, the more the consumer eats today, the hungrier she wakes up tomorrow.
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Box
Details on the DSGE Model

This box briefly presents the model used for the simulations outlined above. A more complete description is available 
upon request.

The economy is populated with a representative household and a representative entrepreneur.

The representative household has a utility function of the form:

∫ lt(υ)dυ∑
t = 0

E0

∞
βt

Se
φc,t ln(cS,t – ηcS,t–1)+eφh,t ahln(hS,t) –

al

1+χ 0

1–

(({ {
where cS,t is consumption, ηc–S,t‑1 is the external stock of consumption habits (a bar stands for the aggregate counterpart 
of the associated variable), hS,t denotes housing services, and lt (υ) is the labour supply by member υ (there is a unit‑mass 
continuum of such members). βS represents the household’s subjective discount factor. Finally, φc,t and φh,t are shocks 
to the discount factor and housing‑demand respectively.

The representative household maximises utility subject to the sequence of nominal budget constraints (one for each 
period of time):

PtcS,t + PH,t (hS,t – hS,t-1) + Rt-1 BS,t–1 = BS,t + Ft + ∫ Wt(υ) lt(υ) dυ
0

1

where Pt is the aggregate price level, PH,t denotes housing price, Rt is the nominal interest rate on one period bonds BS,t 
issued at t and maturing at t+1, Ft denotes the dividends received from monopolistic firms, and Wt (υ) is the nominal 
wage paid on labour of type υ. Each household member is the monopolistic supplier of its labour type. As such, they 
can set wages. We assume, however, that wage re‑optimisation happens infrequently, with probability αw. This process 
is the source of nominal wage stickiness.

The representative entrepreneur has utility of the form:

E0   ∑ β
t
E ln(cE,t – ηcE,t–1)

t = 0

∞
–{ {

where cE,t is consumption, ηc–E,t‑1 is the external stock of consumption habits. βE is the representative entrepreneur’s 
subjective discount factor, which we assume is smaller than βS. As a consequence, in equilibrium, households are net 
lenders and entrepreneurs are net borrowers.

The representative entrepreneur maximises utility subject to the sequence of budget constraints:

Pt (cE,t + it) + PH,t (hE,t – hE,t–1) + Rt–1 BE,t–1 + Wt lt = BE,t + Pt yt

w

yt = (eϕ k,tkt–1)
θhE,t–1lt

1–θ –vv

kt = (1 – δ ) eϕ k,tkt–1 + it (1 – S (  ))it
it–1

…/…
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Rt BE,t ≤ ξ t Et {PH,t+1 hE,t + PK,t+1e
ϕ k,t+1kt}

where it denotes non‑residential investment, BE,t is the amount of funds borrowed by the entrepreneur at the end of date t; 
Wt is the aggregate nominal wage; lt is the input of aggregate labour (a combination of all labour types, with imperfect 
substitutability); P t

w is the nominal price of the good produced by entrepreneurs in quantity yt; kt is the quantity of capital 
purchased at the end of t and usable next period; hE,t is the quantity of housing services purchased at t and usable next 
period; PK,t is the shadow price of capital (Tobin’s Q), and φk,t is a capital quality shock.

The first equation is the representative entrepreneur’s budget constraint; the second describes the production function; 
and the third equation stipulates the law of motion for capital, where S is an adjustment cost function on investment. 
Finally, the last inequality represents the collateral or borrowing constraint. The latter states that borrowed funds (inclusive 
of interest payments) cannot exceed a fraction ξt of the expectation at t of the entrepreneur’s assets in the next period.

Entrepreneurs sell their good to intermediate goods producers. Each of the latter produces a good that is imperfectly 
substitutable. As such, they have monopoly power and can set prices. However, price re‑optimisation happens infrequently, 
with probability αp. This process is the source of nominal price stickiness.

Monetary policy is set according to the Taylor rule:

Rt = ρRt–1 + (1 – ρ) (aρπt + aygt) 
a a

where ρ is the degree of interest rate smoothing, ap is the reaction to year‑on‑year inflation π t
a, and ay is the reaction to 

year‑on‑year output growth gt
a. We set ρ = 0.7, ap = 1.5, and ay = 0.5/4, consistent with the traditional values assigned 

to these parameters.

Macroprudential policy takes the form:

ξ
t = ξ BE,t

BE,t

^( (
–τ

where ξ  is the steady‑state intensity of the borrowing constraint, τ is the reaction to deviations of borrowing from a 
target path B

^
E,t corresponding to the steady‑state evolution of nominal borrowing. Thus, whenever borrowing is above 

its “normal” path, macroprudential policy tightens the collateral constraint in an attempt to lean against the wind. In the 
benchmark simulation, we set τ = 0.5.

3|5 Simulating a great recession:  
the role of different shocks

Instead of adding a full stochastic structure to the 
model, we focus on three distinct, macroeconomic 
shocks that can be thought of as capturing crudely 
the essential features of the Great Recession. As we 
discuss later, the effects of these shocks also offer 
a neat illustration of the key propagation and 
amplification mechanisms of the model. In particular, 
the shocks we consider are: 

•  a capital quality shock implies an exogenous 
change in the productivity of capital as 

in Gertler and Karadi (2011). A crisis is then an event in 
which capital suddenly proves much less productive 
than initially planned. As a result, Tobin’s Q declines 
sharply, resulting in a severe tightening of the 
collateral constraint. In turn, this tightening depresses 
asset prices even further by deterring investment. 
This amplification loop resembles the phenomenon 
of fire sales often encountered in crisis times;

•  the second shock we consider affects the 
demand for housing. A crisis is then an event 
in which housing demand declines exogenously. 
This broadly captures a macroeconomic situation 
characterised by large‑scale individual bankruptcies 
and associated foreclosures. The sudden decrease in 
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housing demand triggers a sharp fall in residential 
prices, resulting in a tightening of the collateral 
constraint. By the same logic as before, this generates 
an amplification loop conducive to a simultaneous 
decrease in Tobin’s Q, a further tightening of the 
collateral constraint, and an even sharper decline in 
the demand for housing and in investment;

•  finally, we consider an exogenous shock to the 
discount factor of households, which generates a 
fall in consumption. This type of shock is widely used 
in the DSGE literature to generate a demand‑driven 
crisis, characterised by a simultaneous decline in 
production and the aggregate price level. In particular, 
it is often used as a modelling devise that can 
generate a large recession resulting in the occurrence 
of a liquidity trap, due to the ZLB on the nominal 
interest rate (Eggertson and Woodford, 2003).

3|6 Crisis scenarios and the ZLB

A central ingredient of the model considered here 
is that we take the  ZLB explicitly into account. 
In particular, we consider a combination of the 
three  shocks discussed above that result in a 
sufficiently sharp decline in production and inflation 
that the Taylor rule prescribes a negative nominal 
interest rate. Yet, due to the  ZLB the nominal 
interest rate cannot reach such levels.  Monetary 
policy can, therefore, not completely accommodate 
the crisis, which ultimately renders the latter even 
more severe.9

To make sure that we reach the ZLB, we set the 
steady‑state value of the nominal interest rate to 2% 
and assume that inflation is zero in steady state.10 
This implies that for a deviation of the nominal interest 
rate equal to –2%, the ZLB has been met. Note also 
that the amount of time at the ZLB is endogenously 
determined. Thus, policy actions are susceptible to 
shorten the duration of the liquidity trap.

In the following, the simulation is undertaken in 
a way that the recession triggered by the shock is 
much larger than the Great Recession. This is done 
in order to rapidly reach the ZLB. Charts 1 opposit 

report the benchmark path of key aggregate variables 
for versions of the model in which macroprudential 
policy is switched off – label “no MP” – and activated 
– label “with MP” – respectively. In period 1, all the 
variables are at their steady‑state value. In period 2, 
the shocks to capital quality, households’ discount 
factor and housing demand hit the economy. 
The dynamics are reported in percent deviations 
from steady‑state values.

The top panel reports the dynamics of output and 
investment; the middle panel displays the responses 
for year‑on‑year inflation and for the annualised 
nominal interest rate. The bottom panel reports the 
dynamics of the real prices of capital and housing. 
The simulation shows clearly that macroprudential 
policy acts as a useful complement to monetary 
policy during the crisis. In particular, in the absence 
of macroprudential policy, output declines by close 
to  7% and investment decreases by about 15%. 
The ZLB is reached in three periods and lasts for 
four quarters. As outlined before, the severity of the 
crisis stems in part from the very large decline in 
asset prices, depicted in the bottom panel.

By contrast, when macroprudential policy is activated 
(see Box for parameter values), the recession is less 
pronounced, even though macroprudential policy 
does not suffice in itself to undo the crisis. Output now 
declines by about 5.5%. More  importantly, 
investment decreases by only half as much, 8%. 
Under this alternative scenario, the ZLB is also less 
protracted: it is reached after four periods and binds 
only for two periods.

This more benign scenario is the consequence of a 
less stringent collateral constraint, softened due to 
the countercyclical nature of macroprudential policy. 
This also generates a second‑round effect through 
which asset prices decline by less, in turn rendering 
the borrowing constraint less severe. In addition, 
by attenuating the recession and, thus, by reducing 
the lapse of time spent at the ZLB, macroprudential 
policy generates a third effect that consists in freeing 
standard monetary policy from its constraint.

The exercise undertaken suggests that macroprudential 
policies have a quantitatively significant effect in 

9 As a practical matter, the model is log-linearised. We solve it by resorting to the Fair-Taylor approach in order to deal with the ZLB.
10 This value is probably too low compared with the historical record. However, having a higher steady-state nominal interest rate would require much more dramatic 

shocks to hit the ZLB.
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mitigating the impact of shocks that would otherwise 
have triggered a recession about as severe as the 
Great Recession. Thus, far from being in conflict, 
monetary and macroprudential policies are 
complementary in attenuating the recession under 
this benchmark simulation.

3|7 Simulating a great recession  
with unconventional monetary policy

We now modify the previous simulation by allowing 
monetary policy to engage in forward guidance at the 
onset of the crisis (the crisis is triggered by the exact 
same shocks as before). Hence, at the first period 
of the simulation, monetary authorities drive the 
nominal interest to zero and announce (credibly) 
that it will stay there for seven quarters.

Simultaneously, we consider two alternative settings 
for macroprudential policy. In the first one, we use the 
same degree of countercyclicality as in the previous 
benchmark simulation, labelled “benchmark MP” 
(see Box). In an alternative scenario, the degree of 
“leaning against the wind” is half as strong, labelled 
“alternative MP”. For ease of comparison, we also report 
the dynamics obtained under the “no MP” setting.

The results of this simulation are reported 
in Charts 2 below. The top left panel reports the 
dynamics of output; the top right panel displays the 
response of investment; and the bottom left and right 
panels report the dynamics of year‑on‑year inflation 
and the annualised nominal interest rate respectively. 
By construction, all the reported trajectories have 
a common pattern in the initial 7 periods of the 
simulation, due to the assumed path for the nominal 
interest rate under forward guidance.

It is evident from this simulation that in the DSGE 
model considered here, forward guidance is very 
effective at combating the effects of the crisis. Now, 
even under the “no MP” scenario, output declines 
by 4.6% instead of 7%, since forward guidance 
substantially enhances demand and reduces the 
costs of private deleveraging at the same time. 
The dynamics of investment are a clear illustration 
of this mechanism.

However, when during the recovery phase borrowing 
is stimulated by an accommodative monetary 

Charts 1
Impulse response function to a combined series 
of shocks to capital quality, household’s discount 
factor, and housing demand
a) Output and investment
(percent deviation from steady state; x-axis: number of quarters)
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b) Inflation and nominal interest rate
(deviation from steady state; x-axis: number of quarters)
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c) Real price of capital and housing
(percent deviation from steady state; x-axis: number of quarters)
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Source: Authors’ calculations.
Note: Dynamics triggered by a series of shocks to capital quality, to housing 
demand, and to the discount factor of households. The shocks hit the economy 
for three consecutive periods. The figures reported are all in percentage.
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Charts 2
Impact of a combined series of shocks to capital quality, household’s discount factor, and housing demand 
under forward guidance and alternative macroprudential settings

a) Output dynamics
(percentage deviation from steady state; x-axis: number of quarters)

b) Investment dynamics
(percentage deviation from steady state; x-axis: number of quarters)

Output “no MP”

Ouput “alternative MP”
Output “benchmark MP”

-5

-4

-3

-2

-1

0

1

0 4 8 12 16 20 24 28
Investment “no MP”

Investment “alternative MP”
Investment “benchmark MP”

-8

-6

-4

-2

2

4

8

6

0 4 8 12 16 20 24 28

c) Inflation dynamics
(deviation from steady state; x-axis: number of quarters)

d) Nominal interest rate dynamics
(deviation from steady state; x-axis: number of quarters)
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Source: Authors’ calculations.

policy stance, the presence of a countercyclical 
macroprudential policy might partly offset the benefits 
of forward guidance. Our simulations confirm that 
such concerns are not founded. Under the calibration 
considered here, a countercyclical macroprudential 
policy actually assists forward guidance: the (expected) 
inflationary burst triggered by forward guidance 
occurs earlier and is of greater magnitude than when 
macroprudential policy is absent.

The benefit of forward guidance stems from 
inflation contributing to re‑inflating asset prices, 

thus, mitigating the effects of a tighter collateral 
constraint in the recovery phase. At the height of 
the crisis, the countercyclical macroprudential 
policy then contributes to relaxing the collateral 
constraint, attenuating the drop in investment, 
just as in the benchmark scenario. Signs of 
conflicting policy appear only much later in the 
simulation, after about 25  quarters. Past this 
point, investment is higher when macroprudential 
policy is switched off. The magnitude of this latter 
effect is, however, dwarfed by the gains in the 
recovery phase.
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4| conclusion

This paper reviews the known tensions between 
macroprudential and monetary policies. As put 
forward in the literature, these tensions might become 
particularly acute in times of severe crisis, i.e. when 
the zero lower bound on the nominal interest rate is 
reached, and monetary policy runs out of standard 
ammunition. Non‑conventional monetary policies, be 
it credit easing, quantitative easing, or even forward 
guidance, aim at stimulating credit. Thus, by their very 

nature they may run into conflicting objectives with 
countercyclical macroprudential policy at some point.

Based on simulations drawn from a canonical 
DSGE model, we show that these tensions are not 
quantitatively significant. Quite to the contrary, we 
find that a countercyclical macroprudential policy 
actually magnifies the benefits of forward guidance. 
As these results stem from a highly stylised model, 
it remains, however, to be investigated whether our 
results hold in a more elaborate setup.

FSR18.indb   237 24/03/2014   17:11:23page 237 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
238 Banque de France • Financial Stability Review • No. 18 • April 2014

Interactions between monetary and macroprudential policies 
Pamfili Antipa and Julien Matheron

references

allen (F.) and Gale (D.) (2000)
“Bubbles and crises”, The Economic Journal, 110(460), 
pp. 236‑255.

Beau (D.), Clerc (L.) and Mojon (B.) (2011)
“Macroprudential policy and the conduct of monetary 
policy”, Banque de France, Occasional Paper, No. 8.

Bernanke (B.) and Gertler (M.) (1989)
“Agency costs, net worth and business fluctuations”, 
American Economic Review, 19(4).

Bianchi (J.) (2010)
“Credit externalities: macroeconomic effects and 
policy implications”, American Economic Review, 
100(2), pp. 398–402.

Blanchard (o.) and Galí (J.) (2007)
“Real wage rigidities and the new Keynesian model”, 
Journal of Money, Credit and Banking, 39(1), pp. 36–65.

Bordo (M.) (2007)
“A brief history of central banks”, Federal Reserve 
Bank of Cleveland, Economic Commentary.

Borio (C.) and Zhu (H.) (2008)
“Capital regulation, risk‑taking and monetary policy: 
a missing link in the transmission mechanism?”, 
BIS, Working Paper, No. 268.

Brunnermeier (M. k.) and Gersbach (H.) (2012)
“True independence for the ECB: triggering power 
– no more, no less”, VoxEU, December 20.

Bruno (V.) and Shin (H. S.) (2012)
“Capital flows and the risk‑taking channel of monetary 
policy”, presented at the 11th BIS Annual Conference.

Caballero (r.) and krishnamurthy (a.) (2003)
“Excessive dollar debt: financial development 
and underinsurance”, Journal of Finance, 58(2), 
pp. 867‑894.

Caballero (r.) and krishnamurthy (a.) (2004)
“Smoothing sudden stops”, Journal of Economic 
Theory, 119(1), pp. 104–127.

Cahn (C.), Matheron (J.) and Sahuc (J.‑G.) (2014)
“The macroeconomic effects of LTROs: a DSGE 
perspective”, Banque de France, mimeo.

Carlstrom (C.) Fuerst (T.) and Paustian (M.) (2010)
“Optimal monetary policy in a model with agency 
costs”, Journal of Money, Credit and Banking, 42(S1), 
pp. 37–70.

Challe (e.), Mojon (B.) and ragot (X.) (2013)
“Equilibrium risk shifting and interest rate in an 
opaque financial system”, European Economic Review, 
Elsevier, 63(C), pp. 117‑133.

Cœuré (B.) (2013)
“Monetary policy and banking supervision”, speech 
delivered at the symposium “Central banking: 
where are we headed?”, Goethe University, 
Frankfurt‑am‑Main, February 7.

Curdia (V.) and Woodford (M.) (2009)
“Credit frictions and optimal monetary policy”, 
BIS, Working Paper, No. 278.

De Nicolò (G.), Favara (G.) and ratnovski (L.) 
(2012)
“Externalities and macroprudential policy”, IMF, 
Staff Discussion Note, May.

De Paoli (B.) and Paustian (M.) (2013)
“Coordinating monetary and macroprudential 
policies”, Federal Reserve Bank of New York, 
Staff Reports, No. 653.

eggertson (G.) and Woodford (M.) (2003)
“The zero lower bound on interest rates and optimal 
monetary policy”, Brooking Papers on Economic Activity.

Farhi (e.) and Tirole (J.) (2012)
“Collective moral hazard, maturity mismatch and 
systemic bailouts”, American Economic Review, 102(1).

Geanakoplos (J.) (2010)
“Solving the present crisis and managing the leverage 
cycle”, Federal Reserve Bank of New York, Economic 
Policy Review, pp. 101‑131, August.

Gerlach (S.) (2013)
“Banking and fiscal union”, introductory remarks at 
a panel session at the EUI conference on “The state 
of play in the euro area – fixing the EMU for the long 
term”, Florence, January 21.

FSR18.indb   238 24/03/2014   17:11:23page 238 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
Banque de France • Financial Stability Review • No. 18 • April 2014 239

Interactions between monetary and macroprudential policies 
Pamfili Antipa and Julien Matheron

Gertler (M.) and karadi (P.) (2011)
“A model of unconventional monetary policy”, Journal 
of Monetary Economics, 58(1), pp. 17‑34.

Goodhart (C.), Tsomocos (D. P.) and 
Vardoulakis (a.) (2009)
“Foreclosures, monetary policy and financial stability”, 
conference proceedings of the 10th international 
academic conference on economic and social 
development, Moscow.

Goodhart (C.) (2011)
“The changing role of central banks”, Financial 
History Review, 18(2), pp. 135‑154.

Hahm (J.‑H.), Mishkin (F. S.), Shin (H. S.) and 
Shin (k.) (2012)
“Macroprudential policies in open emerging 
economies”, NBER, Working Paper Series, No. 17780.

Hart (o.) and Moore (J.) (1994)
“A theory of debt based on the inalienability of 
human capital”, The Quarterly Journal of Economics, 
MIT Press, 109(4), pp. 841‑879, November.

Iacoviello (M.) (2005)
“House prices, borrowing constraints and monetary 
policy in the business cycle”, American Economic 
Review, 95(3), pp. 739‑764.

Igan (D.) and kang (H.) (2011)
“Do loan‑to‑value and debt‑to‑income limits work? 
Evidence from Korea”, IMF, Working paper, 11(297).

International Monetary Fund (2011)
“Macroprudential policy: an organizing framework”.

International Monetary Fund (2012)
“The interaction of monetary and macroprudential 
policies”, Background Paper.

International Monetary Fund (2013)
“The interaction of monetary and macroprudential 
policies”, Background Paper.

Issing (o.) (2013)
“A new paradigm for monetary policy”, Center for 
Financial Studies, Working paper.

korinek (a.) (2010)
“Regulating capital flows to emerging markets: an 
externality view”, University of Maryland, mimeo.

Liu (Z.), Wang (P.) and Zha (T.) (2013)
“Land‑price dynamics and macroeconomic 
fluctuations”, Econometrica, 81(3), pp. 1147‑1184.

Lorenzoni (G.) (2008)
“Inefficient credit booms”, Review of Economic Studies, 
75(3), pp. 809‑833.

Mendoza (e.) (2010)
“Sudden stops, financial crises and leverage”, 
American Economic Review, 100(5), pp. 1941‑1966.

Peek (J.), rosengren (e.) and Tootell (G.) (1999)
“Is bank supervision central to central banking?”, 
Quarterly Journal of Economics, 114(2), pp. 629‑653.

Quint (D.) and rabanal (P.) (2013)
“Monetary and macroprudential policy in an estimated 
DSGE model of the euro area”, IMF, Working Paper, 
13(209).

raghuram (G. r.) (2006)
“Has finance made the world riskier?”, European 
Financial Management, European Financial 
Management Association, 12(4), pp. 499‑533.

Shin (H. S.) (2005)
“Financial system liquidity, asset prices and monetary 
policy”, in The changing nature of the business cycle, 
Reserve Bank of Australia, Annual conference.

Tovar (C. e.), Garcia‑escribano (M.) and 
Martin (M. V.) (2012)
“Credit growth and the effectiveness of reserves 
requirements and other macroprudential instruments 
in Latin America”, IMF, Working Paper, 12(142).

Townsend (r.) (1979)
“Optimal contracts and competitive markets with 
costly state verification”, Journal of Economic Theory, 
21(2), pp. 265‑293.

Trichet (J.‑C.) (2013)
“Unconventional monetary policy measures – 
principles, conditions, raison d’être”, conference 
Central Banking “Before, during and after the crisis”, 
International Journal of Central Banking, January.

White (e.) (2011)
“To establish a more effective supervision of banking: 
how the birth of the FED altered banking supervision”, 
NBER, Working Papers, No. 16825.

FSR18.indb   239 24/03/2014   17:11:23page 239 du fichier 240091 2014_03_25



FSR18.indb   240 24/03/2014   17:11:23page 240 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
Banque de France • Financial Stability Review • No. 18 • April 2014 241

Published articles

November 2002 The Eurosystem, the euro area and financial stability

Credit derivatives: a new source of financial instability?

How much credit should be given to credit spreads?

The development of contingency clauses: appraisal and implications  
for financial stability

Post-market infrastructures and financial stability

The CLS system: reducing settlement risk in foreign exchange transactions

International codes and standards: challenges and priorities  
for financial stability

June 2003 Stock market volatility: from empirical data to their interpretation

Towards a “market continuum”? Structural models and interaction  
between credit and equity markets

The changing incentive structure of institutional asset managers:  
implications for financial markets

An analytical review of credit risk transfer instruments

International accounting standardisation and financial stability

Towards a voluntary Code of good conduct for sovereign debt restructuring

November 2003 Financial stability and the New Basel Accord

Do asset price fluctuations constitute a risk to growth 
in the major industrialised countries?

Interactions between business cycles, stock market cycles  
and interest rates: the stylised facts

Challenges arising from alternative investment management

Protection of deferred net payment and securities settlement systems:  
the examples of SIT and Relit

Vulnerabilities and surveillance of the international financial system

June 2004 Market dynamics associated with credit ratings: a literature review

Results of the French market survey of credit risk transfer instrument

Techniques used on the credit derivatives market: credit default swaps

Equity market interdependence: the relationship 
between European and US stock markets

Goodwill, balance sheet structures and accounting standards

Below are listed all of the articles published in the Financial Stability Review since its inception.
These studies are available on the Banque de France’s website (www.banque-france.fr).

FSR18.indb   241 24/03/2014   17:11:23page 241 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
242 Banque de France • Financial Stability Review • No. 18 • April 2014

Published articles

November 2004 Assessment of “stress tests” conducted on the French banking system

Insurance and financial stability

Oversight of non-cash payment schemes: objectives 
and implementation procedures

The resilience of post market infrastructures and payment systems

Credit risk management and financial stability

June 2005 The CDO market  
Functioning and implications in terms of financial stability

Public debt sustainability and crises in emerging market countries:  
a presentation of the concepts and diagnostic tools

Interest rate risk in the French banking system

Interest rate risk management by life insurance companies and pension funds

Analysis, by simulation, of the impact of a technical default  
of a payment system participant

November 2005 Prudential supervision and the evolution of accounting standards:  
the stakes for financial stability

Regulatory capital and economic capital

Significance and limitations of the VAR figures publicly 
disclosed by large financial institutions 

The impact of stock market shocks on credit in France since the mid-1990s

Sovereign debt (Re)structuring. Where do we stand?

May 2006 Better capturing risks in the trading book

Market liquidity and its incorporation into risk management

Productivity and stock prices

Corporate equity and financial stability:  
An approach based on net worth at risk

Recent developments in monetary and financial integration in Asia

Implications of globalisation for financial stability

December 2006 Commodities: an asset class in their own right?

Do emerging market economies still constitute a homogenous asset class?

Capital flows and credit booms in emerging market economies

Can risk aversion indicators anticipate financial crises?

Bank liquidity and financial stability

Microstructure of financial and money markets

The Basel II framework: the role and implementation of Pillar 2
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April 2007 Hedge funds
Hedge funds, credit risk transfer and financial stability

The evolution and regulation of hedge funds

Regulating hedge funds

Hedge funds and financial stability

Hedge funds and systemic risk

Hedge fund replication strategies: implications for investors and regulators

Hedge funds and prime broker dealers: steps towards a “practice proposal”

Transparency requirements and hedge funds

Risks and return of banking activities related to hedge funds

Indirect supervision of hedge funds

Hedge funds: what are the main issues?

Monitoring hedge funds: a financial stability perspective

The world of hedge funds: prejudice and reality  
The AMF’s contribution to the debate on alternative investment strategies

Financial conditions, alternative asset management and political risks:  
trying to make sense of our times

Hedge funds in emerging markets

Fund of hedge funds: origins, role and future

Hedge funds: a central bank perspective

February 2008 Liquidity
Liquidity and financial contagion

Musical chairs: a comment on the credit crisis

Market liquidity and financial stability

Ten questions about the subprime crisis

What happened to risk dispersion?

Liquidity risk management

Liquidity regulation and the lender of last resort

Liquidity shortages: theoretical underpinnings

Liquidity in global markets

The impact on financial market liquidity of the markets 
in financial instruments directive (MiFID)

Market liquidity and banking liquidity: linkages, vulnerabilities  
and the role of disclosure

Liquid assets, liquidity constraints and global imbalances

Financial innovation and the liquidity frontier

Financial market liquidity and the lender of last resort

Recent developments in intraday liquidity in payment and settlement systems
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October 2008 Valuation and financial stability
Valuation challenges in a changing environment

Should financial institutions mark-to-market?

Setting the right framework for modern financial markets 
– Lessons learned from the recent crisis

Revisiting valuation practices throughout the business cycle:  
some symmetry is needed

Valuation and fundamentals

Taking into account extreme events in European option pricing

Fair value accounting and financial stability: challenges and dynamics

How should we respond to asset price bubbles?

Regulation, valuation and systemic liquidity

Fair value accounting and financial stability

Procyclicality of financial systems:  
is there a need to modify current accounting and regulatory rules?

Valuation in insurance and financial crisis

Bringing transparency to financial reporting:  
towards an improved accounting framework in the aftermath of the credit crisis

Improving fair value accounting

September 2009 The future of financial regulation
Regulating finance after the crisis

The shadow banking system: implications for financial regulation

Managing the transition to a safer financial system

Reform of the global financial architecture:  
a new social contract between society and finance 

Implementing the macroprudential approach to financial regulation  
and supervision

Minimising the impact of future financial crises:  
six key elements of regulatory reform we have to get right

On the efficacy of financial regulations

The treatment of distressed banks

Credit default swaps and financial stability: risks and regulatory issues

The future of financial regulation

The future of financial regulation: an exchange of views

Emerging contours of financial regulation: challenges and dynamics

Regulation-supervision: the post-crisis outlook

Beyond the crisis: the Basel Committee’s strategic response
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July 2010 Derivatives – Financial innovation and stability
Redesigning OTC derivatives markets to ensure financial stability

Credit default swaps: what are the social benefits and costs?

Fiat lux – Shedding new light on derivatives markets

Euro public debt and the markets:  
sovereign fundamentals and CDS market dynamics

Derivatives: an insurer’s perspective

Credit default swaps and financial stability

Credit default swaps  
Financial innovation or financial dysfunction?

Is there a case for banning short speculation in sovereign bond markets?

Over-the-counter derivative markets in India  
Issues and perspectives

OTC derivatives and central clearing: can all transactions be cleared?

21st century finance cannot do without a sound regulation  
of the OTC derivatives markets

An industrial organisation approach to the too-big-to-fail problem

OTC derivatives: financial stability challenges and responses from authorities

Under-collateralisation and rehypothecation in the OTC derivatives markets

Silos and silences. Why so few people spotted the problems in complex credit  
and what that implies for the future

Mitigating systemic risk in OTC derivative markets

What risks and challenges do credit default swaps pose to the stability  
of financial markets?

OTC derivatives market structure and the credit profiles  
of wholesale investment banks

What do network theory and endogenous risk theory have to say 
about the effects of central counterparties on systemic stability?

Credit default swap and bond markets: which leads the other?

Concentration risk and the optimal number of central counterparties  
for a single asset
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February 2011 Global imbalances and financial stability
Global imbalances: the perspective of the Saudi Arabian Monetary Agency

International capital flows and the returns to safe assets  
in the United States, 2003-2007

The challenge of high capital inflows to financial stability:  
an emerging market perspective

Global imbalances: the international monetary system and financial stability

Global imbalances: the perspective of the Banco de México

Complementarity and coordination of macroeconomic and financial policies  
to tackle internal and external imbalances

Global imbalances: common problem to solve for both advanced and emerging  
market economies

Global balance and financial stability: twin objectives  
toward a resilient global economic system

Global imbalances: the perspective of the Bank of England

Global imbalances and developing countries

A South African perspective on global imbalances

Global imbalances, volatile capital inflows and proposed further IMF roles

Global imbalances and financial stability

Global imbalances and current account imbalances

Global imbalances through the prism of savings and investment

Global imbalances: the perspective of the Reserve Bank of India

Intellectual challenges to financial stability analysis 
in the era of macroprudential oversight

Securing stability and growth in a post-crisis world

Revisiting the Tinbergen Rule:  
use the macroprudential tools to maintain financial stability

On savings ratio
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April 2012 Public debt, monetary policy and financial stability
Central banking in a context of high public debt

Fiscal outlook and fiscal sustainability risks

When Western sovereign risk is in play

The return of financial repression

A tale of two overhangs: the nexus of financial sector  
and sovereign credit risks

Banks, moral hazard, and public debts

Sovereign creditworthiness and financial stability:  
an international perspective

Stability, growth and regulatory reform

Is sovereign risk properly addressed by financial regulation?

Contagion and the European debt crisis

Monetary policy and public debt

Does monetary cooperation or confrontation 
lead to successful fiscal consolidation?

Fiscal challenges to monetary dominance in the euro area:  
a theoretical perspective

Central bank independence and sovereign default

The sovereign debt crisis and monetary policy

Sustainability of government debt: preconditions for stability  
in the financial system and prices

The importance of confidence in macroeconomic stabilisation efforts

Policies on sovereign debt

Hazardous tango: sovereign-bank interdependence  
and financial stability in the euro area

Rebuilding growth and optimism in a new fiscal era

Gaps in the institutional structure of the euro area

The euro crisis: some reflexions on institutional reform

FSR18.indb   247 24/03/2014   17:11:24page 247 du fichier 240091 2014_03_25



Macroprudential policies: implementation and interactions 
248 Banque de France • Financial Stability Review • No. 18 • April 2014

Published articles

April 2013 OTC derivatives: new rules, new actors, new risks
Foreword

Completing the G20 reform agenda for strengthening 
over-the-counter derivatives markets

Regulatory reforms for OTC derivatives: past, present and future

Overview of international work towards OTC derivatives markets reform  
and remaining challenges

International cooperation: a sine qua non for the success  
of OTC derivatives markets reform

Containing extraterritoriality to promote financial stability

International swaps market reform – Promoting transparency and lowering risk

CPSS-IOSCO Principles for financial market infrastructures: 
vectors of international convergence

A transparency standard for derivatives

New infrastructures for a sounder financial system

The importance of data quality for effective financial stability policies
Legal entity identifier: a first step towards necessary financial data reforms

Transparency and financial stability

Assessing contagion risks in the CDS market

Why the Greek CDS settlement did not lead to the feared meltdown

CCPs as instruments of stability and risk mitigation

Incentive compatible centralised clearing

Access to central counterparties: why it matters and how it is changing

Central counterparties in evolving capital markets: safety, recovery and resolution

Collateral and new offers for an optimised management: an industrial revolution

Collateral scarcity and asset encumbrance:  
implications for the European financial system

OTC derivatives market – regulatory developments and collateral dynamics

OTC derivatives: ensuring safe, efficient markets that support economic growth

Consequences of the new regulatory landscape on OTC derivatives trading

Will the new regulatory regime for OTC markets impede financial innovation?
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April 2014 Macroprudential policies: implementation and interactions
Macroprudential policy: from theory to implementation

Five questions and six answers about macroprudential policy

Governance of macroprudential policy

From tapering to preventive policy

Collective action problems in macroprudential policy and the need  
for international coordination

A macroprudential perspective on regulating large financial institutions

The impact of macroprudential policy on financial integration

European macroprudential policy from gestation to infancy

Macroprudential policy in France: requirements and implementation

Implementing macroprudential policies: the Swiss approach

The effects of macroprudential policies on housing market risks:  
evidence from Hong Kong

Macroprudential policies in Korea – Key measures and experiences

Framework for the conduct of macroprudential policy in India:  
experiences and perspectives

Learning from the history of American macroprudential policy

Macroprudential policy and quantitative instruments: 
a European historical perspective

Macroprudential policy beyond banking regulation

Principles for macroprudential regulation

Macroprudential capital tools: assessing their rationale and effectiveness

The housing market: the impact of macroprudential measures in France

Three criticisms of prudential banking regulations

Macroprudential policy and credit supply cycles

Interactions between monetary and macroprudential policies
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