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1 Introduction

How often and by how much prices adjust is of critical importance for the real effects of

monetary policy. Since the early 2000s, several new findings on price adjustment have

been documented for many countries in the world (see Klenow and Malin, 2010 for a

survey). For the euro area, Dhyne et al. (2006) have provided empirical findings on

consumer price rigidity for a limited set of 50 representative products covering a little

more than 10% of the CPI basket. On the other hand, several papers have documented

findings at the country level with a wider coverage of the CPI but with a much less

harmonised empirical approach, making the results hard to compare across countries

and difficult to aggregate at the euro area level.1 In this paper, we document new

evidence on consumer price rigidity for the euro area using 135 million price quotes

underlying the Harmonised Index of Consumer Prices (HICP) in 11 countries and

covering about 60% of the euro area HICP over a period going from 2010 to 2019 for

most countries.

To do this, we have conducted a similar empirical exercise in each of the 11 euro area

countries for which we have access to granular consumer price data of the National

Statistics Institute (NSI). First, we have defined a common sample of goods and services

for which prices are available in at least three of the four largest euro area countries (i.e.

166 COICOP-5 level products excluding energy goods). Then, we have computed the

same statistics on price changes (such as frequency, moments of the size distribution)

at the disaggregate product level (COICOP-5 level) for each country (in both cross-

section and time-series dimensions), and we have built a euro area dataset gathering all

these product-country statistics. Using euro area product-level and country weights, we

have aggregated these statistics to provide euro area wide empirical measures of price

rigidity. These new euro area statistics are aimed at better disciplining micro-founded

macro models for the euro area assuming price rigidity (see for instance Gautier and

Le Bihan, 2022). The main facts yielded by this analysis are as follows.

First, consumer prices are sticky: we find that on average, in the euro area 12.3%

of prices change in a given month. Country differences are relatively small, whereas

sectoral heterogeneity is much more pronounced. Excluding price changes due to sales

and temporary promotions lowers the average frequency to about 8.5%, which implies

a typical price duration of about one year. Country heterogeneity remains quite limited

whereas sectoral heterogeneity is smaller when we exclude sales. Moreover, at a very

1Early studies covering periods between the late 1990s and early 2000s include for instance Baudry et al. (2007)

for France, Costa Dias et al. (2008) for Portugal, Hoffmann and Kurz-Kim (2006) for Germany, Álvarez and Hernando
(2006) for Spain, Aucremanne and Dhyne (2004) for Belgium, Rumler et al. (2011) for Austria, and Benkovskis et al.
(2012) for Latvia, among others. More recently, see also Berardi et al. (2015) for France or Blanas and Zimmer (2020)
for Belgium.
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disaggregate level of products, we find that there is a strong positive correlation across

products in the frequency of price changes for all pairs of countries. When we compare

these results with US evidence, we find that for similar CPI products, prices are more

rigid in the euro area than in the United States. However, once we exclude sales, the

degree of price rigidity is similar in both economic areas. We also compare our results

with those reported by Dhyne et al. (2006) using the same set of 50 products. We find

that the frequency of price changes has increased in all available countries since the

1990s, but the extent of this increase is heterogeneous across countries and the limited

number of products makes it hard to generalise this result to the whole consumption

basket.

Regarding the size of price changes, we find that the typical price change is quite large:

the median price increase is equal to 9.6% whereas the median price decrease is equal

to 13%. This pattern is quite common to all euro area countries but we find greater

heterogeneity across countries for the size of price changes than for the frequency.

Moreover, the median price change is smaller for services than for other products.

When we exclude price changes due to sales, the median price increase and median

price decrease are lower: about 7% for price increases and, depending on the way we

define sales, between 9% and 11% for price decreases. The effect of sales on the size

of price changes is particularly great for manufactured goods and processed food. The

large size of the median price increases and decreases suggests that idiosyncratic shocks

might play a more important role in price change decisions than aggregate shocks. The

relatively large size of price changes can also be linked to a large dispersion in the

distribution of price changes. We find that 14% of price changes are below 2% in

absolute value terms but that 10% of price changes are larger than 20% in absolute

value terms even when we exclude sales. While the share of small price changes is

quite homogeneous across sectors, the first and last decile of the distribution of price

changes show stronger differences across sectors. Contrasting these results with existing

US evidence, we find that on average price changes are somewhat smaller in the euro

area, but again once price changes due to sales are excluded differences are much more

limited.

We then investigate how patterns of price rigidity have evolved between 2005 and 2019

and how they have contributed to inflation dynamics in the euro area. First, we find

that the frequency and size of price changes do not show any strong time trend and do

not differ much across years. Nevertheless, when inflation was quite low (between 2013

and 2019), the frequency of price increases was somewhat lower than during the Great

Recession, and the size of price increases and decreases rises a bit over the years (partly

because of sales). Second, we do find substantial month-to-month fluctuations in the
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frequency and size of price changes. For example, we find that the frequency of price

adjustment is significantly higher in January, also when we control for sales and VAT

changes. To investigate what is behind month-to-month variation in inflation, we assess

the contribution of the variation in the frequency and size of price changes to inflation

movements. We find that the overall size of (non-zero) price changes contributes a

lot to changes in inflation over time, while the contribution of the overall frequency of

price changes is much smaller. Looking in more detail, we show that changes in the

overall size of price changes are mostly driven by variation over time of the share of

price increases, whereas the contribution of the size of price increases and the size of

price decreases is more limited.

Subsequently, we study how several types of aggregate shocks (i.e. monetary shocks, oil

supply shocks, demand shocks and VAT shocks) are transmitted to prices. We confirm

that firms respond to shocks by adjusting the overall size of price changes more than

the overall frequency of price adjustments. When they adjust the overall size of price

changes in response to a shock, they adjust the size of price increases or decreases

less than the share of price increases/decreases among price changes (which indirectly

affects the overall size of price changes). We also find that price changes related to sales

do not respond much to aggregate shocks. From a theoretical point of view, the fact

that the overall frequency does not respond much to aggregate shocks is consistent with

predictions of a Calvo model or a menu cost model in a low inflation environment. In

the latter model, idiosyncratic shocks are a more relevant motive for price changes than

aggregate shocks and firms adjust their prices to the shock through adjustments in the

size of price changes and not by adjusting the frequency of price changes. Moreover,

since aggregate shocks are relatively small, the size of price changes does not vary due

to variation in the sizes of price increases or decreases taken separately but through

changes in the relative share of price increases (or decreases) among all price changes.

All these predictions are in line with our findings on how consumer prices adjust to

macroeconomic shocks.

Our paper adds to the existing literature on price rigidity in at least three respects.

First, we document new findings on the role of sales in price rigidity in the euro area

and on how they shape the patterns of price adjustment in both the cross-sectional

and time-series dimensions. The existing literature has mainly focused on the de-

terminants of sales in the United States or the United Kingdom and their aggregate

implications (Kehoe and Midrigan, 2007, Guimaraes and Sheedy, 2011, Coibion et al.,

2015, Anderson et al., 2017 or Kryvtsov and Vincent, 2021). However, little evidence

has been made available for the euro area as a whole whereas country-specific evidence

has been documented recently by Berardi et al. (2015) for instance. In Dhyne et al.
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(2006), price changes due to sales were very imperfectly observed in many national

micro datasets including Belgium, Germany (see Hoffmann and Kurz-Kim, 2006 for

discussion), Italy and Spain (Álvarez and Hernando, 2006) either because sales flags

were not available or because the methodology of price collection failed to capture all

prices on sales. This complicates cross-country comparisons as well as the assessment

of the usual price rigidity measures (which often exclude price changes due to sales)

for the euro area as a whole. For instance, in Dhyne et al. (2006), frequencies of price

changes are reported with or without sales depending on the availability of a reliable

sales flag in the country dataset. In this paper, we have reliable information on sales

for more countries, which helps with the cross country comparison. Moreover, as some

countries do not have exact information on sales, we have implemented a standard sales

filter for all countries in order to provide a harmonised assessment on the importance

of sales and promotions for price rigidity in the euro area.

Second, we contribute to the recent theoretical and empirical literature emphasising

that frequency is not the only statistic to look at when assessing the transmission

of monetary policy and that the dispersion of the price change distribution can be

crucial for monetary policy transmission. This literature has documented in particular

for the United States the importance of both small and large price changes (see for

instance Eichenbaum et al., 2014 or Midrigan, 2011).2 In a more recent contribution,

Alvarez et al. (2021b) show theoretically that the cumulative real effects of monetary

policy are not only related to the frequency of price changes but also to the kurtosis

of price changes, whereas Alvarez et al. (2021a) provide empirical evidence supporting

this prediction using French data. This implies that the whole distribution of price

changes might be important for monetary policy transmission, and therefore we provide

a description here of the full distribution of price changes in the euro area.

Our third contribution is to document new findings for the euro area on how firms

adjusted their prices over the period 2005-2019 when inflation was quite low, adding to

an earlier literature (Gagnon, 2009, Wulfsberg, 2016, Nakamura et al., 2018, Alvarez

et al., 2019). Moreover, a burgeoning literature investigates how firms adjust prices in

response to observable aggregate shocks (see Balleer and Zorn, 2019, Dedola et al., 2021

both on PPI data, Karadi et al., 2019 on scanner data). We contribute to this literature

here by looking at how different aggregate shocks are transmitted to all consumer prices

via variation in the frequency and size of firms’ price changes. All these empirical

findings help us to understand better whether variation in the frequency or the size of

2Several theoretical models have recently been developed to rationalise these small price changes: multiproduct
firms (Midrigan, 2011), errors in price revisions (Nakov and Costain, 2019) or information constraints (Woodford,
2009). Larger price changes are usually related to leptokurtic productivity shocks (Midrigan, 2011 or Karadi and Reiff,
2019).
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price changes are behind aggregate variation in inflation. These facts are also linked to

standard predictions of price rigidity models in order to document which price rigidity

model fits best the main micro facts and their implications for monetary policy.

The structure of this paper is as follows. Section 2 describes the underlying micro price

datasets and our harmonised approach to deriving comparable results across euro area

countries. Section 3 presents cross-sectoral results on price rigidity in the euro area

and relates them to previous findings for the euro area and the United States. It also

analyses the role of sales in shaping price rigidity. Section 4 documents changes in the

frequency and size of price changes over a longer time horizon and investigates how

they contribute to the response of inflation to different shocks. Section 5 concludes.

2 Data and Methodology

We start with a description of the underlying country micro price datasets and our

harmonisation approach (section 2.1). Next, we present the definition of a common

product sample across countries and aggregation procedures (section 2.2), and discuss

the treatment of sales and substitutions in computing price rigidity statistics (section

2.3).

2.1 Country-Specific Micro Price Data

At the heart of our analysis are individual country micro price datasets provided by the

NSIs. The datasets were released to research teams of the national central banks, which

required a decentralised analysis at the country level whereas aggregation of the results

was run in a centralised way (see Appendix A.1 for a full description of the national

datasets). These datasets consist of sequences of individual prices collected at various

outlets for individual specific products (sampled by the NSIs); these price series are

then used to compile the national HICPs. Our sample consists of 11 countries (Austria,

Belgium, France, Germany, Greece, Italy, Latvia, Lithuania, Luxembourg, Slovakia and

Spain), which account for about 90% of the euro area aggregate (Table 1). Taken all

together, our datasets consist of about 135 million monthly price observations. The

available products and time periods differ across countries; the highest product coverage

is found for Luxembourg, Slovakia and Latvia, and the longest time period for Austria,

Greece and France with nearly two decades of micro price data. Most prices in the

country-specific databases are collected on-site in stores, so they mainly reflect “offline”

prices.3

3One exception is the German database, which also contains micro prices for the outlet type “internet trade”.
Note that since the mid-2010s, some NSIs also switched for some products from traditional on-site price collection to
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[Table 1 about here]

One key feature of the datasets is that the price collection process is framed in all euro

area countries by the same general recommendations and regulations defined at the Eu-

ropean level (see Eurostat, 2018). Since individual prices are collected to construct the

official HICP, price information is highly reliable, and products are carefully sampled

by NSIs to be representative of the consumption basket. In all datasets, we are able to

track prices for the same product over time whereas the datasets mainly differ in terms

of additional information provided by NSIs. This extra information includes flags on

imputed prices, on product replacements and sales/promotions as well as information

on quality adjustment.

Concerning data cleaning, outliers were removed beforehand in each country database

on an individual basis (i.e. price changes below the 1st or above the 99th percentiles of

(log) price changes). In addition, whenever possible, we exclude imputed prices from

our samples. Generally, when a given product is temporarily unavailable in the store,

NSIs impute the price of this product.

Moreover, the treatment of changes in product quality and quantity might also differ

between euro area countries. Whenever possible, we use prices adjusted for quantity

and quality changes in order to capture the “true” price change. For example, if the

package size of a product is reduced while leaving its price unchanged, the consumer

is actually facing a price increase. By contrast, if a product is sold at the same price

but with higher quality, the consumer enjoys a price decrease. As such, in official price

statistics, the monetary value of an observed quality improvement or deterioration

over time is typically deducted from the reported product price. Our dataset contains

quantity-adjusted prices in most countries4 and quality-adjusted prices in Germany,

France and Luxembourg. Nevertheless, the proportion of quality-adjusted prices in

our sample is expected to be rather small.5

2.2 Common Product Sample and Aggregation

Throughout the paper, we compare price rigidity patterns of major product groups

based on a common product sample to limit the possibility that our results are driven

by different product compositions across countries. For this purpose, we define a com-

mon product sample that includes an item when it is available for at least three of

higher-frequency data sources such as supermarket scanner data and web-scraping; due to data restrictions (including
confidentiality agreements, different price collection processes), this kind of micro prices is generally not available for
research purposes.

4Exceptions are Spain, Greece and Slovakia.
5For example, the share of quality-adjusted prices in the German CPI micro dataset is about 3.5% (Menz et al.,

2022). Moreover, our database does not include micro prices of ICT goods for most countries (e.g. smartphones and
computers), which typically involve quality adjustment procedures.
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the four largest euro area countries (Germany, France, Italy and Spain). Results are

available at the most granular level of the HICP, which is the five-digit level of the

Classification of Individual Consumption by Purpose (COICOP), e.g. “01.1.1.1 - Rice,

incl. rice preparation”.6 Our common product sample includes 166 COICOP-5 prod-

ucts.7 For most products of our common sample, we have price information for all or

nearly all eleven countries: on average price data are available for 9.8 countries per

COICOP-5 product and for 84% of the COICOP-5 products at least nine countries are

available. The 166 COICOP-5 products cover 59% of the euro area HICP and 65% of

the euro area HICP excluding energy. Table A1 in the Appendix provides details on the

coverage of major product groups and corresponding subgroups ranging from services

(40% of the common sample) through non-energy industrial goods (NEIG) (31%) to

food (29%). Note that centrally collected prices or administered prices are regularly

excluded from the national micro price datasets. In particular, the missing 41% of

products in our common sample consists of all energy products (10%) and roughly

half of the services sector (21%), where most of the missing share pertains to housing

services (rents), communication services and some travel-related services such as pack-

age holidays. Moreover, our common sample does not include some centrally collected

prices of NEIG (8% missing), such as new and used cars, pharmaceutical products and

ICT products, as well as some food products (3%) whose prices are administered, such

as tobacco and alcohol.8

To compute aggregate statistics for the euro area, we proceed in two steps: first,

country-specific product results at the COICOP-5 level are aggregated at the country

level by using euro area HICP weights averaged over the period 2017-2020. This is done

in order to avoid differences between countries being caused by differences in national

consumption patterns. Second, we aggregate the country-specific results using country

weights (also averaged over 2017-2020) to derive the euro area aggregate results. This

aggregation method will be used to obtain euro area statistics for the total and by broad

sectors (Appendix A.3 provides details on data methodology and aggregation). As a

robustness check, we have also computed the statistics by first calculating product-

level statistics at the euro area level (using country weights) and then aggregating over

products.

6For some national CPIs, information is also published at a more disaggregated level below COICOP-5, but these
product categories are not harmonised across euro area countries.

7The complete list of COICOP-5 products used in this paper is provided in an online Table appendix. Based on the
above-mentioned rule, we observe two COICOP-5 products for energy, which represent only 3% of this product group,
so we exclude them from our analysis.

8Eichenbaum et al. (2014) argue that for most of these products, there are serious measurement issues (unit values,
quality adjustment issues...), which complicate the measure of individual price changes and could bias the measure of
frequency and size of price changes.
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2.3 Treatment of Sales and Substitutions

In terms of measuring price rigidity, one major challenge arises from the treatment of

sales and temporary promotions.9 As argued by Nakamura and Steinsson (2008a), sales

play an important role in typical measures of price rigidity like frequency or size of price

changes since they usually come along with a large but temporary price change. The

HICP regulation states that NSIs shall take into account discounts - e.g. temporary

promotions or seasonal price reductions - in price collection at the time of purchase.10

Without controlling for sales, differences in national sales periods could affect seasonal

patterns of price change frequencies and sizes. For most countries in our sample,

sales and promotions can be identified by a corresponding flag in the dataset (Table

1). Typically, the price collector assigns a sales flag in the NSI micro price database

whenever a collected price is visibly flagged as a sale in the store or when a discount is

given to all customers at the check-out desk. However, in some euro area countries in

our sample, information on sales is missing in the corresponding micro price database.11

Moreover, in countries where a sales flag is reported by the NSI, its definition might

depend on national practices (see for instance Hoffmann and Kurz-Kim, 2006 for an

earlier discussion on the potential limits of the flag in the German case). Hence, as

a robustness exercise, we have implemented and extended a sales filter building on

Nakamura and Steinsson (2008a) in order to identify sales in a consistent way across

countries (see Appendix A.3 for a detailed explanation of the way we calculate price

changes using NSI flags or the sales filter).

Finally, as discussed by Berardi et al. (2015), another main concern in constructing

measures of price rigidity relates to product replacements or substitutions. Typically,

when a given product is (temporarily) unavailable or discontinued, the price of a close

substitute is used for CPI compilation. Most countries in our sample have a flag for

product replacements in their database (exceptions are Belgium, Greece, Slovakia and

to some extent Spain). Nevertheless, the definition of product replacement in our

analysis strongly depends on the underlying national statistical practice and product

identifier (e.g. link between old and new product identifiers, qualitative information on

the type of replacement (fully new product, very similar product, different product),

9In some countries, the main difference between sales and promotions is that sales correspond to end-of-season clear-
ance sales when price decreases are very large and periods are often regulated, whereas temporary promotions/discounts
correspond to smaller price decreases and promotion periods are less strictly regulated. For the sake of brevity, we will
use the term “sales” to refer to both seasonal sales and temporary promotions. In Table A2, we provide more details
on legislation regulating sales in the different countries.

10See Commission Implementing Regulation (EU) 2020/1148 of 31 July 2020 laying down the methodological and
technical specifications in accordance with Regulation (EU) 2016/792 of the European Parliament and the Council as
regards harmonised indices of consumer prices and the house price index, Article (6), https://eur-lex.europa.eu/le
gal-content/en/TXT/?uri=CELEX%3A32020R1148.

11This is true of Spain, Greece, Lithuania (before 2013), Luxembourg (before 2015) and Slovakia. Moreover, the
Belgian micro price database does not contain price changes due to seasonal sales, but only due to temporary promotions.
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information on the price adjusted for quality, etc.). This is why we exclude replacements

from our baseline statistics. However, for robustness, we still provide results on price

rigidity measures based on price changes including price changes due to replacements

(to the extent we can measure them) in section B.1 in the Appendix.

3 Cross-Sectional Evidence on Euro Area Price Rigidity

In this section, we present cross-sectional results for the frequency of price changes in

the euro area (section 3.1). We also document our findings regarding the distribution

of the (non-zero) price changes (section 3.2). Moreover, we compare our results with

previous evidence on consumer price rigidity for the euro area and the United States

(section 3.3).

3.1 Frequency of Price Changes

Table 2 reports the frequency of price changes and the share of price increases for

the euro area aggregate and the underlying 11 countries (see Appendix A.3 for details

on frequency computations). We present results both including and excluding price

changes due to sales. When price changes due to sales are included, we find that the

average frequency of price changes in the euro area is 12.3%. When we exclude price

changes due to sales, which make up a little less than 5% of all price observations, the

frequency drops to about 8.5%, irrespective of whether we define sales by the NSI flag

or the common sales filter. Moreover, we find that when we also take price changes due

to product replacements into account, the frequency of price changes is 13.6% when

price changes due to sales are included and 9.8% when price changes due to sales are

omitted (Table A4). In all of our exercises, we find that roughly two-thirds of price

adjustments are price increases, with the share increasing slightly when excluding sales.

As some macro models require quarterly instead of monthly frequency for calibration,

we also express our findings on a quarterly basis.12 From our monthly results, the

quarterly frequency of price changes in the euro area is approximately 29.5% including

sales, 21.0% excluding sales using the sales flag, and 20.4% excluding sales using the

sales filter.

These findings are robust to several sensitivity checks. For example, instead of using

country-specific time periods, we can restrict the underlying sample period to a shorter

12We have approximated the quarterly frequency of a 5-digit COICOP/country pair by 1 − (1 − Fj,c)
3, where Fj,c

is the monthly frequency for 5-digit COICOP j in country c (Costa Dias et al., 2008). This approximation assumes
among others that within a 5-digit COICOP/country pair, the monthly probability of a price change does not depend
on whether the price has changed in the previous month. We have aggregated these quarterly frequencies to the euro
area level in the same way as the monthly frequencies.
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but common period of seven years (2011-2017), and we obtain a frequency of price

changes equal to 12.4% (Table A5 in the Appendix). We also run robustness checks

using different product samples (extending the analysis to the country-specific samples

or restricting the analysis to products that are available in all 11 countries): frequencies

of price changes are very close to our baseline case (Tables A6 and A8 in the Appendix).

We also find that using country-specific weights instead of euro area weights has a small

impact on the overall frequency of price changes (Table A10). Finally, we investigate

the extent to which the aggregation method affects the results. To do this, we first

calculate euro area statistics at the product level (i.e. averaging over countries) and

then aggregate over the products. The frequency of price changes remains almost

unchanged (12.5% for all price changes and 8.7% for price changes excluding sales)

with respect to our baseline case (Table A12 in the Appendix).

Across countries, differences in the frequency of price changes are small: the frequency

of price changes ranges from 10.3% in Italy (the lowest) to 18.6% in Latvia (the highest)

whereas for most countries this frequency is between 11% and 14% (Table 2). When

we exclude sales, cross-country heterogeneity remains fairly small. For most countries,

the frequency of price changes is between 7% and 10%, being particularly low in Italy

(4.8%) and relatively high in Belgium (13.3%).13 When we use the sales filter instead

of the flag, results are even more similar across countries. The share of sales is pretty

much the same in all countries, close to the average of about 5% (last two columns of

Table 2). The only exception is Latvia, where the share of sales is 10.7% when we use

the sales flag and 7.5% when using the sales filter; this higher rate is mainly due to a

higher share of sales in processed and unprocessed food. Again, these conclusions are

robust to the sales measure (NSI flag or sales filter).

[Table 2 about here]

Rather than cross-country heterogeneity, Table 2 reveals a significant amount of cross-

sectoral heterogeneity in the euro area. Concerning our baseline case including price

changes due to sales, we observe the highest frequency of price changes for unprocessed

food (31%), whereas the average frequency of price changes is 15% for processed food

and 13% for NEIG. The lowest frequency of price changes is found in services (6%). For

all sectors except NEIG, most price changes are price increases. Notably, in services

more than 80% of all price changes are price increases. Excluding price changes due

to sales has a sizeable impact on the frequency of price changes in the unprocessed

food, processed food and NEIG sectors, where the frequency is lowered by about 5 to

13For Belgium, the coverage in terms of products is lower than for other countries. This may contribute to its relatively
high value.
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7 percentage points (pp), but has only a limited impact on services. Specifically, the

share of sales and promotions make up 8.6% in NEIG and 7.4% in unprocessed food,

less than 5% in processed food but only 0.5% in services (using information from NSI

flags where available). Moreover, within main aggregate sectors, the share of sales is

highly concentrated in individual product groups. In Table A3 in the Appendix, we

have reported some percentiles of the distribution of the share of sales across products.

For example, within NEIG, 10% of the products have 20% of their price quotes recorded

as sales price (mainly in the “clothing and shoes” sector) whereas for 25% of the NEIG

products, the share of price quotes which are sales prices is lower than 3%. Similarly,

product replacements mainly affect the frequency of price changes in the NEIG sector,

which goes from 6.4% to 9.4% when we include replacements (Table A4).

This cross-sectoral heterogeneity in the frequency of price changes is also pervasive

within broad sectors. Figure A4 in the Appendix shows that the spread in the frequency

is large in sectors like unprocessed food or NEIG, even once we control for sales. We

also find that this cross-product heterogeneity is very similar across countries. In Table

A16 in the Appendix, we report correlations in the 5-digit COICOP frequencies across

countries and find that correlation coefficients are higher than 0.5 for most country

pairs and that the average correlation coefficient across country pairs is 0.59.

Nakamura and Steinsson (2010) find that sectoral heterogeneity in price rigidity can

amplify the real effects of monetary policy shocks and argue that a model calibrated

using median frequency can generate monetary non-neutrality similar to that in a

multisector model (Gautier and Le Bihan, 2022 find similar results for France). In Table

A14 in the Appendix, we report the median frequencies. We find a median frequency of

about 10% when we include price changes due to sales and 6% when we exclude them.

These median frequencies are only a little lower than the average frequency (about 2.5

pp) whereas in Nakamura and Steinsson (2010) and Gautier and Le Bihan (2022) the

difference is larger than 6 pp. This is due to the fact that we exclude energy products,

which, in other studies, contribute greatly to the difference between the median and

the mean frequency (and more generally to sectoral heterogeneity). Moreover, we find

that within aggregate sectors, the median and the mean can differ, in particular the

median frequency in services is 3% versus 6% for the average.

To investigate further the sources of cross-sectoral heterogeneity, we run OLS regres-

sions linking the frequency of price changes at the COICOP-5 level to some possible

economic factors behind this heterogeneity. In particular, we estimate for each prod-

uct its cost structure using the symmetric input-output table for the euro area from

Eurostat (see also Cornille and Dossche, 2008 and Álvarez et al., 2010). By inverting

the input-output table, we get the cumulated cost structure for each product group,
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which gives a more complete picture of the inputs potentially influencing price-setting

behaviour (we look at the “inputs of the inputs” over the production chain).14 Over-

all, we relate the frequency of price changes (excluding price changes due to sales) for

a specific product in a specific country to the share of labour costs (i.e. the share

of household consumption expenditure that reflects compensation of employees), the

share of imported energy and raw material inputs, and the share of all imported in-

puts.15 We also add non-cost explanatory variables (including a dummy for regulated

prices following Eurostat’s classification of administered prices, and the percentage of

individuals that bought a certain type of product online) and country dummies.16

Table 3 reports the main results. We find that the cost structure matters in explaining

cross-sectoral differences in the frequency of price changes. In our baseline regression,

the share of labour costs has a negative effect on frequency: a 10 pp increase in the

share of labour costs reduces the frequency of price adjustment by about 2 pp. This

might reflect the fact that if the variance of labour costs is rather small, prices are

less likely to change in sectors with a higher share of labour costs.17 By contrast,

the frequency of price changes is found to be higher when energy and raw material

inputs have a larger share. Keeping the share of all imported inputs constant, a 10

pp increase in the share of imported energy and raw material inputs increases the

frequency of price adjustment by about 8 pp.18 The share of all imported inputs, the

percentage of online consumers and whether prices are regulated are not important in

explaining the frequency of price changes.

[Table 3 about here]

These results are quite robust to the inclusion of a concentration variable (col. 2)

or considering price changes including sales (col. 3). When we include broad sector

dummies (col. 4), the results are less significant but we still find a negative and

significant effect of labour costs, which suggests that the cost structure matters not

only for broad sectoral differences but also at a more disaggregated level.19

14We match product groups (classification of products by activity – CPA) to the 5-digit COICOP. See Table A17 in
the Appendix for more details.

15National input-output tables describe domestic production. While this may be a reasonable approximation for large
countries, this may not be the case for small countries where domestic production might be limited in some industries.
The euro area cost data are a better description of the final consumption basket for these countries. In addition, in
the aggregate euro area input-output tables, all imports relate to non-euro area imports and as a result these measure
exchange rate costs better.

16The sources and a detailed description of the variables are provided in Table A17 in the Appendix.
17Wage negotiations which alter the labour cost are less frequent than other cost adjustments as they typically happen

only every one or two years (DuCaju et al., 2008).
18The share of labour costs varies between 0.3 and 1.0 in our sample. The share of imported energy and raw material

inputs varies between 0 and 0.1.
19We have also estimated the regression separately for the frequency of price increases and the frequency of price

decreases. The share of labour costs has a somewhat more negative impact on the frequency of price decreases than on
the frequency of price increases, but the qualitative conclusions do not change.
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3.2 Size of (Non-Zero) Price Changes

Recent studies highlight the importance of the patterns of the non-zero price change

distribution for price rigidity models. In particular, higher moments of the price change

distribution could shape monetary policy transmission because they affect which prices

will adjust first to an aggregate shock (see Klenow and Malin, 2010 or more recently

Karadi and Reiff, 2019 and Alvarez et al., 2021b). In the following, we present some

findings to fully characterise the distribution of (non-zero) price changes in the euro

area.

3.2.1 Median Price Change

Table 4 reports the median price increase and decrease. When price changes due to

sales are included, the median price increase amounts to 9.6%, while the median price

decrease is larger (in absolute value terms), at 13%. When sales are excluded, the

median price increase and the median price decrease are both smaller in absolute value

terms: the median increase is about 7% whereas the median decrease is between 9%

and 11% depending on the way we define sales (NSI flag or filter). In the Appendix, we

report the results including price changes due to replacements and the results are only

slightly modified (Table A4): the median price increase and the median price decrease

(in absolute value terms) are higher by a little less than 1 pp. We also report sensitivity

checks of the time period (Table A5), product sample definition (Tables A7 and A9),

weighting structure (Table A11), and aggregation method (Table A13). Overall, in

these robustness exercises, when we include sales, the median price increase at the

euro area level ranges between 8% and 11% whereas the median price decrease ranges

between 11% and 15%. When we exclude sales, the results remain broadly unaltered

with the median price increase at around 6.5% and the median price decrease at 8% to

9%. Overall, even when large price changes due to sales are excluded, the typical price

increase or decrease is quite large compared with aggregate inflation over the period.

This would suggest that idiosyncratic shocks play quite an important role in driving

the size of price changes.

Table 4 also shows that cross-country heterogeneity is rather limited but more pro-

nounced than the differences observed for frequencies. In France, Italy, Luxembourg

and Spain, the median increase is between 7.5% and 9%, whereas in Austria and Ger-

many as well as in Latvia, Lithuania and Slovakia the median price increase is above

10%. A similar difference is observed for price decreases: in the first group of countries,

the median decrease is between 11% and 12% whereas in the second group, the median
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is closer to 15%.20 When we exclude price changes due to sales, country differences are

still observable and the ranking of countries remains similar.

With respect to the considerable sectoral differences we see that both NEIG and un-

processed food have relatively large median price increases in our baseline, at 13.9%

and 12.6% respectively, while the median price decreases stand at 19.2% and 15.0%

respectively. These magnitudes can be contrasted with the services sector where the

median price increase is 5.6% and the median price decrease is 8.2%. Excluding price

changes due to sales reduces the sectoral heterogeneity since this lowers the median

increase and decrease for NEIG as well as for processed and unprocessed food where

most sales are concentrated. When price changes due to product replacements are

included, we find that the median size of price increases is higher for NEIG products

(+2 pp), whereas for other products the effect of replacements is much more limited

(about +0.5 pp).

This cross-sectoral heterogeneity in the size of price changes can also be observed within

broad sectors (Figure A5 in the Appendix). We also find that this cross-product het-

erogeneity is less similar across countries than what we observe for product-level fre-

quencies. In Table A16 in the Appendix, we report correlations of the 5-digit COICOP

median price increases and decreases across countries and find correlation coefficients

on average lower than 0.3. Some countries seem to share the same type of cross-product

heterogeneity like France, Greece, Italy and Spain on the one hand and Austria, Ger-

many and to some extent Latvia on the other. These country differences partly reflect

different sales behaviour (in particular, in Germany and Austria sales in the food sector

are much more common than in France or Italy).

[Table 4 about here]

As shown for the frequency of price adjustment, we relate the median size of price

changes to various cost and non-cost product-level factors. Results are reported in

Appendix Table A18. Similarly to the frequency, we find that price changes are smaller

when the share of labour costs is larger. This result is consistent with the lower variance

of labour cost shocks that would lead to less frequent and smaller price adjustment.

Furthermore, products with a large share of energy and raw material inputs have

relatively many price adjustments and these are relatively small in size. We also find

that the estimated broad sector dummies have a smaller contribution to size compared

with frequency, which confirms the lower degree of heterogeneity for the size of price

changes than for the frequency.

20In Belgium, the median price change is much lower since price changes due to seasonal sales are not reported in the
national micro price dataset.
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3.2.2 Dispersion of the Distribution of Price Changes

The recent literature has focused on the relevance of very small and very large price

changes and not only on the average or median size of price changes. To characterise

in more detail the distribution of price changes, Figure 1 plots the full distribution

of price changes including price changes due to sales (in grey) and excluding price

changes due to sales (solid line) whereas Table 5 provides different percentiles of these

distributions. For all price changes, the main patterns of the distribution are as follows:

it is asymmetric with more small positive price changes than negative ones, it shows a

modal range of values between +1% and +3%, and it exhibits several peaks at large

values corresponding to price changes due to sales. When price changes due to sales are

removed, the peaks at large values are smaller but still significant and the asymmetry

around 0 is more pronounced. In both cases, large price increases and decreases are

quite frequent. When we exclude sales, 10% of price changes being above 15.8% and

10% of price changes are below -13.2%.

When looking at country-level distributions, we find similar broad patterns in all coun-

tries with some differences (Figure A2 in the Appendix): in particular, in countries like

Austria or Germany, once we remove price changes due to sales, we still find quite large

peaks at large values, which is less the case in France, Italy, Latvia or Luxembourg.21

This suggests that in the first group of countries, large price changes are not rare and

are not fully due to sales patterns. From this country comparison, we also see large

differences in the size of typical sales: in France price decreases of -50% (-70% in log

terms) are much more frequent than in other countries, whereas the range of peaks is

much larger in Austria and Germany than in France, Italy or Luxembourg.

Figure 1 also plots the distribution of price changes for three broad sectors (food,

NEIG and services). Food and NEIG price change distributions share similar patterns:

a small degree of asymmetry, large peaks corresponding to sales and a quite dispersed

distribution of price changes. For services, the distribution is much more asymmetric

(i.e. many more positive small price changes than negative small price changes) but

also much less dispersed (more than 25% of price changes are between 0 and 3%). This

finding for services might reflect the relatively higher relevance of aggregate nominal

shocks (the aggregate wage component of the production cost for instance) compared

with idiosyncratic shocks as a motive for price change. Table 5 shows that the tails

of the price change distributions are less fat for services than for food and NEIG

irrespective of whether we include price changes due to sales or not.

21In Greece, Lithuania and Spain, the remaining peaks might reflect the fact that the sales filter fails more frequently
than the flag to capture price changes due to sales.
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Regarding the share of “small” price changes, we report in the last column of Table 5

the share of absolute non-zero price changes below 2%.22 We find that about 11% of

price changes are smaller than 2% in absolute value terms and 14% when we exclude

sales. This proportion is quite similar across sectors when we exclude sales. Differences

are more pronounced across countries, with the share of small price changes being par-

ticularly high in France (especially in the food sector), Italy, Latvia, Luxembourg and

Spain, but relatively low in, for example, Germany. For the United States, Eichen-

baum et al. (2014) find that 10.5% of price changes including sales and 13.8% of price

changes excluding sales are below 2.5% in absolute value terms.23 They also find that

5.0% of price changes excluding sales are below 1% in absolute value terms, we find

5.6% for the euro area. Overall, the share of small price changes is a little higher in

the euro area compared with what is found in the United States but the difference is

quite small.

[Table 5 about here]

3.3 Comparison with Previous Evidence on Consumer Price Rigidity

We now contrast our findings on euro area price rigidity with previous evidence obtained

for the euro area for the late 1990s/early 2000s period based on a smaller sample of

products, and with evidence from the US CPI.

3.3.1 Comparison with Previous Evidence for the Euro Area

Dhyne et al. (2006) presented the first harmonised cross-country study that charac-

terises price rigidity in the euro area based on micro-level CPI data over the period

1996-2001. Their findings were derived from 10 countries and a harmonised sample of

50 product categories chosen to be broadly representative of the consumption basket.24

The sample of 50 product categories represented altogether between 10% to 14% of the

CPI baskets of member countries. Thus, the expenditure share covered at that time

was much lower than what we cover in this paper.25

To guarantee a consistent comparison with the results of Dhyne et al. (2006), several

22Table A15 in the Appendix reports the percentiles of the distribution of absolute price changes.
23Klenow and Kryvtsov (2008) report that for the United States 25% of price changes are below 2.5% in absolute

value terms whereas Eichenbaum et al. (2014) challenge this result arguing that this high share of small price changes is
driven by some “problematic” products such as cigarettes, gas services, electricity, telephone services or new cars where
measurement issues are more frequent (because of unit values, taxes or bundling of goods). In our case, most of these
“problematic” products are excluded from our sample of common products.

24These product categories are well below the COICOP 5-level aggregate of products used in our main analysis. For
instance, in Germany, the 50 products are taken from a total of more than 700 different products defined at a very
detailed level in the micro price dataset; in Austria, they are taken from about 800 elementary products.

25For example, the German CPI dataset covers 83% of the CPI, but only 11% refer to the product categories included
in Dhyne et al. (2006). In Austria, the coverage of these 50 products is about 13% of the CPI.
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adjustments to our methodology were necessary (see Appendix C for more details).

First, we have calculated the frequency of price changes for the same product categories

as in Dhyne et al. (2006) (i.e. below the COICOP-5 level); this was possible for five

countries in our sample (Austria, Belgium, France, Germany and Italy), which make

up for slightly more than 70% of total euro area GDP, and for 43 of the original 50

product categories (see Table A19 in the Appendix). Second, concerning the treatment

of sales and substitutions, we followed the same country-specific approach as in Dhyne

et al. (2006): price changes due to substitutions were included in all countries (except

Belgium). For both periods, price changes due to sales were excluded in Belgium,

Germany and Italy, and included in Austria and France. This implies that the resulting

frequencies are less comparable across countries but rather across the two periods for

a given country. In a similar vein, we restricted the underlying period to 2011-2017

(until 2015 for Belgium) to perform a comparison with Dhyne et al. (2006).

The upper panel of Table 6 presents the frequencies of price changes for 43 products

aggregated to the three available sub-sectors processed food, NEIG and services.26 We

find that for all countries the overall frequency of price changes has increased since

Dhyne et al. (2006). The increase was most pronounced for Austria (+6 pp), followed

by Germany (about +4.3 pp) and Belgium (+2.5 pp), and relatively small for France

and Italy (about +1 pp). For the weighted average of these five countries (euro area-

5), the frequency increased by 2.4 pp, from 7.8% to 10.2%. With regard to sectoral

heterogeneity, the increase is observed in all 3 sectors but is larger for NEIG products.

[Table 6 about here]

At the product level, almost 70% of product-country combinations have a higher fre-

quency in the more recent period (in particular for NEIG in Austria and Germany).27

In the middle and lower panels of Table 6, we compare the median size of price increases

and decreases for the period 2011-2017 with those of Dhyne et al. (2006). At the euro

area level, the median price increase is similar for both periods, while the median price

decrease is somewhat higher in the more recent period. The latter is mainly due to

a pronounced increase in the size of price decreases in France, in particular for NEIG

(see also Figure A6 in the Appendix for a detailed comparison at the product level).

Overall, we find a higher frequency of price changes in the more recent period than in

Dhyne et al. (2006), but no clear trend for the size of price changes. The increase in the

26Note that the reported numbers in Dhyne et al. (2006) diverge from those in Table 6 since we only include products
that are available in both periods and use harmonised product and country weights in the aggregation.

27Figure A6 in the Appendix shows the scatter plot of product level frequencies in both periods (recent period on
the y-axis and Dhyne et al., 2006 period on the x-axis) for all five countries. Single products which contribute most
to the overall increase are “TV set” (in Austria and Germany), “men’s shirt” and “jeans” (in Austria), “hotel room”,
“toaster” and “car tyre” (in Germany).
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frequency is dominated by NEIG items in Austria, Belgium and Germany. It should

be borne in mind that in order to be comparable with Dhyne et al. (2006), our results

are based on a small sample of 43 product categories and therefore differ somewhat

from those presented in section 3.1.

3.3.2 Comparison with US evidence

In this section, we compare euro area price rigidity results at the product level with

equivalent evidence provided by Nakamura and Steinsson (2008a) for the United States.

We restrict our comparison to the equivalent products to control for possible differences

in the composition of the consumption basket considered in both economies.28 To do

this, we build a mapping table between the Entry Level Items (ELIs) classification of the

U.S. CPI as defined by the Bureau of Labor Statistics and the ECOICOP classification

of euro area HICP as defined by Eurostat.29 To control for possible differences in the

composition of the consumption baskets between the two economies, we apply euro

area HICP weights as done in the previous sections to derive aggregate statistics for

both economic areas.

Table 7 contrasts our price rigidity statistics for the euro area with those for the

United States. When price changes due to sales are included, we find that prices

are, on average, more frequently updated in the United States than in the euro area.

The average frequency of price change is 19.3% in the United States for comparable

products whereas it is only 12.3% in the euro area. However, when we exclude price

changes due to sales, we find that the frequencies of price changes in both economies are

much closer (10% in the United States versus 8.5% in the euro area). This would imply

that the share of sales is higher in the United States than in the euro area. Indeed

Nakamura and Steinsson (2008a) report that the share of sales is 7.4% whereas in the

euro area we find that less than 5% of prices are sales prices.30 Looking at sectoral

differences, the picture is similar. Price changes due to sales and promotions explain

a large share of the difference between price rigidity in the United States and the euro

area. Regarding the share of price increases, the two economic areas are quite similar,

both for the aggregate and across sectors.

[Table 7 about here]

28One important caveat regarding this comparison is that US moments were computed on the period 1998-2005
whereas most euro area results are obtained on a more recent period. However, to our knowledge, the US data moments
provided by Nakamura and Steinsson (2008a) are the only information available for the United States at this disaggregate
level of products.

29Almost all COICOP 5-digit products have a corresponding ELI product while some ELI products have no corre-
spondence in our euro area dataset. An online Appendix provides the mapping table and both detailed classifications.

30We cannot rule out that part of this gap can be due to differences in how sales flags are reported in the US and in
the euro area.
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On the size of price changes, Table 7 shows that the average price change is much larger

in the United States than in the euro area (about 5 pp). As with the frequency results,

when we exclude price changes due to sales the difference is much less pronounced: the

average price increase is 10.6% in the United States versus 8.9% in the euro area and

a similar difference is obtained for price decreases. Sectoral differences are once again

large between the two regions, with the largest gap found in the food sector (both

unprocessed and processed food products) and the smallest gap in services. Sales

play an important role in this comparison: when we exclude them, we find that the

difference in the size of price changes between the euro area and the United States

decreases significantly for all goods except food products.

When looking at the tails of the price change distribution, we can compare the quartiles

of the absolute price change distribution at the 5-digit COICOP level. We find that

the first and third quartiles are lower in the euro area than in the United States even

when excluding sales. We also find that the gap between the first quartile and the

third quartile is larger in the United States than in the euro area. Using US scanner

data and focusing on price changes excluding sales, Midrigan (2011) reports for the

United States that the 10th percentile of the price change distribution (in absolute

value terms) is equal to 3% and the 25th percentile is equal to 5% whereas the 75th

and 90th percentiles are respectively equal to 13% and 21%. These results are quite

in line with the euro area results on the distribution of price changes (Table A15 in

Appendix).

For a more disaggregated perspective, Figure 2 plots the comparison of frequency and

size of price changes as well as the share of price increases for the common sample of

products for the United States and the euro area. We find only a very few products

for which frequencies and sizes are larger in the euro area than in the United States

when we consider all price changes. Once we have removed price changes due to sales,

the picture is more balanced, in particular for the frequency of price changes. When

we compare US evidence with each of the euro area country results, we find for most

euro countries that once price changes due to sales are excluded, the frequencies of

price changes in the United States and the euro area countries are much more similar.

With respect to size, we find more heterogeneity: compared with the US, price changes

are often smaller in Belgium, France, Italy and Spain whereas in Austria, Germany,

Lithuania, Latvia and Slovakia they look much more similar.31

[Figure 2 about here]
31See section D in the Appendix for a detailed comparison between the United States and each euro area country.
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4 Time Series Evidence on Euro Area Price Rigidity

In this section, we investigate how price adjustment patterns (frequency and size)

evolve over time (section 4.1). We analyse how variation in the frequency and size

of price changes over time contributes to inflation variation and derive some possible

implications for our understanding of aggregate price dynamics (section 4.2). Finally,

we explore how the various margins of price adjustment shape the response of inflation

to aggregate shocks (section 4.3).

4.1 Frequency and Size of Price Changes over Time

Inflation results from the aggregation of millions of individual firms’ price changes. In

a given month, inflation can go up because more outlets increase prices or because the

size of price changes is larger on average while the number of outlets adjusting prices

remains the same. Using micro price data, we can decompose the monthly product-level

inflation rate as follows (see for example Klenow and Kryvtsov, 2008):

πjt = fjt × dpjt (1)

where j is a COICOP-5 product-category in given country i (i.e. subscript j refers to

a product(COICOP-5)-country pair), fjt is the frequency of price changes and dpjt is

the average of non-zero price changes of group j at date t.

We can further decompose the monthly inflation rate by splitting price changes into

price increases (+) and decreases (-).

πjt = f+
jt × dp+jt − f−jt × dp−jt (2)

where f+
jt is the frequency of price increases, f−jt is the frequency of price decreases and

dp+jt is the average of non-zero price increases and dp−jt is the average of non-zero price

decreases (in absolute value terms) of group j at date t. From these two expressions,

we can see how changes in inflation can be related to changes in the frequency or size

of price adjustment.

Using frequencies and sizes calculated over time at the product level for the different

countries, we can investigate the time variation of the frequency and size of price

changes in the euro area. To do this, we estimate simple panel OLS regressions relating

the frequency and size of price changes at the product-country level to month and year

fixed effects. Figure 3 plots the respective coefficients and confidence intervals thereof.

[Figure 3 about here]
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Two main results emerge from these regressions.

First, both the frequency and size of price changes show large seasonal movements

(bottom panel), which are also visible in the aggregate time series of the frequency and

size of price changes for the euro area depicted in Figures 4 and 5.32 Seasonality in the

size of price decreases (left-hand bottom panel) is slightly more pronounced than that

of price increases: in January and July (and to a lesser extent in February and August),

price decreases are larger in absolute value terms by about 2 pp, while price increases

are smaller in these months. These movements are mostly explained by seasonal sales.33

If we exclude price changes due to sales and promotions, the pattern for both price

increases and decreases persists, yet is considerably less pronounced and closer to 0.

Similarly for the frequency of price changes, we find that sales in January and July also

play a key role in explaining seasonality. However, when we exclude sales, we still find

that the frequency of price changes is much larger in January than in other months of

the year.34 Table 8 reports more detailed results on such an estimated “January” effect.

We find that this effect is significant for more than 74% of products in our sample and

the average weighted effect is about 8.5 pp for the frequency of price changes including

sales and 6.3 pp when sales are excluded. The January effect excluding sales is much

larger for price increases (5.1 pp) than for price decreases (1.2 pp). While this effect is

observed in almost all countries and in all sectors, it is stronger in Austria, Luxembourg,

France, Germany and Spain. This type of seasonal effect which is unrelated to seasonal

sales is in line with predictions of a class of time-dependent models with a small degree

of price change staggering (see Taylor, 1980 where prices are kept constant for a fixed

duration).35

[Figure 4 about here]

Second, the frequency of price changes does not show any strong upward or downward

trend over the time period from 2005 to 2019. Figure 4 plots the time trends of

frequencies of price changes (estimated using a standard HP filter) and they are quite

flat over time.36 Since the link between prices and real output in a typical Phillips

curve depends on the frequency of price changes, one important implication of the

stability of the frequency over time is that any change in the slope of the Phillips curve

32We plot the aggregate euro area statistics from 2005 to 2019 controlling for composition effects due to countries
entering or exiting the sample.

33We do not fully capture price increases following sales periods since we disregard product replacements that often
occur at the end of a sales period.

34These regressions also control for VAT shocks that may sometimes occur in January.
35Synchronisation of price adjustments in the same month of the year might also be relevant for the monetary policy

response (see Tenreyro and Olivei, 2007 for evidence on how wage adjustment can matter for the response to monetary
policy).

36In the Appendix, we have reported the same figures plotting frequencies of price changes by country (Figures A11
and A12): the main conclusions are broadly consistent across countries.
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cannot be attributed to a change in the frequency of price changes. Specifically, the

frequency of price changes show some movements over the years of our sample period

but they are rather limited (Figure 3 top right panel). Compared with the base year

2013, the frequency of price changes is significantly higher (+1 pp) during the Great

Recession when euro area inflation reached a maximum at 4.1% in July 2008 and then

fell to -0.6% in July 2009. It was also lower after 2013, when the average inflation rate

was pretty low in the euro area.37 These variations are mainly driven by changes in the

frequency of price increases. By contrast, the frequency of price decreases has remained

quite flat. Interestingly, the picture does not change if sales prices are excluded (right-

hand side of the panel). Overall, we find that the lower inflation rates observed after

2013 are associated with less frequent price increases than before 2013 (as also shown

in the bottom right-hand panel of Figure 4).

As regards the average sizes of price increases and decreases, we find a small trend

increase when we include sales. However, when we remove price changes due to sales

or promotions, we do not find large significant changes in the size of price decreases

and the size of price increases over time (Figure 5).38 More specifically, the average

size of price increases and decreases is at most 1 pp larger after 2013 compared with

before. Figure A3 plots the distribution of price changes (excluding sales) before and

after 2013, the shift of the distribution to the left after 2013 is pretty small. This

shift leads to a higher share of decreases in all price changes and a lower share of price

increases but the average sizes of price increases and decreases are affected only a little.

[Figure 5 about here]

[Table 8 about here]

Looking at these patterns across product groups (unprocessed and processed food,

NEIG, and services), we find only small differences across sectors.39 Seasonal move-

ments in the size of price changes are much larger for NEIG but disappear once sales

are excluded. For the frequency of price changes, January effects are robust to all

sectors even when we exclude sales (see Table 8). In particular, January effects are

very strong in services (+12 pp), whereas the average frequency in this sector is about

6%. Over time, we do not find any trend in the size of price changes in any of the three

sectors. Regarding the frequency, we find that the frequency of price increases is lower

over the period 2014-2019 for food and to a lower extent for services.

37Here we choose 2013 as a reference since before 2013 inflation was quite close to 2% (excluding energy, 1.7% on
average) whereas after 2013, inflation was pretty low (1% on average).

38See also Appendix Figure A13 for country-level evidence.
39Detailed results are reported in Appendix Figures A14 and A15 for unprocessed and processed food, Figure A16

for NEIG and Figure A17 for services.
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4.2 Contribution of Frequency and Size of Price Changes to Inflation Vari-
ation

To investigate how variation in the frequency and variation in the size of price changes

over time contribute to inflation variation, we define counterfactual inflation rates. In

particular, we calculate a counterfactual inflation rate assuming that the frequency

of price adjustments is constant over time (equal to its product-specific average fj.,

j referring to a pair (country-product(COICOP-5)). That is, what inflation would

be if the frequency was constant and the size of price changes varies over time. The

counterfactual inflation with constant frequency π
f̄
jt is defined as:

π
f̄
jt = fj. × dpjt (3)

Similarly, we can define a counterfactual inflation rate where outlets only vary their

probability of price changes over time and where the size of price change is equal to its

product-specific average (dpj.):

π
d̄p
jt = fjt × dpj. (4)

In this case, inflation variation is only the result of movements in the frequency of price

changes over time.

For each product-country pair, we can calculate the correlation between our recom-

posed inflation (calculated following equation (2)) and these two counterfactual in-

flation rates.40 In Table 9, we report average correlation coefficients, while Figure 6

plots the distribution of correlations between counterfactual inflation and recomposed

inflation both calculated at the country-product level.

The main finding of this exercise is that recomposed inflation is highly correlated with

counterfactual inflation assuming constant frequency (the average correlation coeffi-

cient is 0.8 irrespective of the inclusion of price changes due to sales). The recomposed

inflation has a lower correlation with the counterfactual inflation rate that assumes

a constant size of price changes (correlation coefficient of about 0.4). This finding is

robust across sectors and across countries. Figure 6 shows that for most products the

correlation coefficient associated with counterfactual inflation assuming constant fre-

quency is higher than 0.8 (left-hand panel - grey bars), while the correlation associated

with counterfactual inflation assuming constant size is very widespread.41 Table A20 in

the Appendix confirms the small impact of overall frequency as it shows that there is a

40The correlation of HICP inflation at the COICOP 5-digit level and our recomposed inflation rate is about 0.7 and
highly significant. Overall, the recomposed inflation rates are a good approximation of the actual inflation rates (see
Figure A18 in the Appendix that compares recomposed and actual inflation rates at the product level).

41By definition the recomposed inflation and counterfactual inflation assuming constant overall frequency have the
same sign. However, this does not drive the conclusion as the correlation of the absolute values is also high.
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weak relation between the recomposed inflation and overall frequency (the correlation

equals 0.04 when we exclude sales). Thus, most of the short-term variation in inflation

is due to variation in the overall size of price changes and not due to variation in the

overall frequency. This pattern of the data is consistent with the standard predictions

of a Calvo model (by construction of our counterfactual inflation), but also with a

menu cost model in a low-inflation environment (see Alvarez et al., 2019 or Nakamura

et al., 2018). In this latter model, aggregate shocks are relatively small compared with

firm-specific shocks and are less a motive for firms to change their prices. It follows

from this model that movements over time in the overall frequency are very small

whereas inflation varies more with the average size of non-zero price changes, which is

consistent with our empirical findings.

To investigate further the relationship between inflation and the size of (non-zero)

price changes, we can split price changes into price increases and decreases. To do

this, we consider two other counterfactual inflation rates. The first one πf̄+,f̄−

jt assumes

that not only the overall frequency is constant, but that also the frequencies of both

price increases and price decreases are constant over time. In this case, movements in

counterfactual inflation are due to changes in the average size of price increases and in

the average size of price decreases (taken separately).

π
f̄+,f̄−

jt = f+
j. × dp+jt − f−j. × dp−jt (5)

The second counterfactual inflation π
d̄p+,d̄p−

jt assumes that the average sizes of both

price increases and decreases are constant over time. The variation over time will come

from movements in the frequency of price increases and the frequency of price decreases

(translating into changes in the overall size of price changes).

π
d̄p+,d̄p−

jt = f+
jt × dp+j. − f−jt × dp−j. (6)

Interestingly, we find that the recomposed inflation rates are much more correlated with

the counterfactual inflation assuming constant size of price increases and decreases (cor-

relation coefficient of about 0.85) than with the counterfactual inflation rate assuming

constant frequencies of price increases and decreases (correlation coefficients of less

than 0.5) (Table 9). This result is very robust across sectors and across countries.

Figure 6 shows that for almost all products, the correlation with the counterfactual

inflation assuming constant size of price increases and decreases is higher than 0.6

(right-hand panel - white bars). Consistently, we also find weak correlations between

the recomposed inflation and the size of price increases or the size of price decreases

(smaller than 0.2 when excluding sales) while the correlations between the recomposed

inflation and the frequency of price increases or the frequency of price decreases are
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larger (about 0.3) (Table A20 in the Appendix). Thus, inflation varies over time much

more because of time variation in the frequency of price increases and the frequency

of price decreases than because of variation in the size of price increases and the size

of price decreases. Combining this result with that documented previously on the lim-

ited contribution of overall frequency and the large contribution of the overall size of

price changes, we find that inflation is mainly driven by movements in the proportion

of price increases and decreases (translating to a change in overall size) and less by

changes in the overall frequency, in the average size of price increases or in the average

size of price decreases. To confirm this conclusion, we define one last counterfactual

inflation in which only the share of price increases varies over time (that is, the overall

frequency, the size of price increases and the size of price decreases are fixed):

π
f̄ ,d̄p+,d̄p−

jt = αjt × fj. × dp+j. − (1− αjt)× fj. × dp−j. (7)

where αjt is the share of price increase
f+

jt

fjt
. The correlation is 0.6 (and is much higher

for goods than for services). Changes in inflation are indeed to a large extent driven by

changes in the share of price increases. This last result is also consistent with what has

been described in Gagnon (2009) for Mexico, Nakamura et al. (2018) for the United

States and Alvarez et al. (2019) for Argentina when inflation is low (generally below

5%).

[Table 9 about here]

[Figure 6 about here]

4.3 Dissecting Inflation Adjustment in Response to Aggregate Shocks

In our last empirical exercise, we document how the counterfactual inflation rates

respond to aggregate shocks. Our aim is to investigate what margin of price adjustment

is key for the inflation response. We first focus on some exogenous shocks identified in

the literature for the euro area, and on country-specific VAT changes; finally, we focus

on the relation between inflation and unemployment.

4.3.1 Exogenous Shocks

We use local projection regressions à la Jorda (2005) and we estimate the dynamic

response of prices to different aggregate shocks St.
42 We use different types of shocks.

First, some exogenous shocks identified in the literature for the euro area: monetary

42See also Balleer and Zorn (2019) or Dedola et al. (2021) for a similar empirical approach using producer price data
for Germany and Denmark.
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policy shocks as identified by Jarociński and Karadi (2020), oil supply shocks and

demand shocks (global demand shocks as identified by Baumeister and Hamilton, 2019).

Second, country-specific VAT changes.43 For each shock, the estimated model is as

follows:

π∗j,t−1,t+h = αj,h + αm,h + βhSt + γhXc,t + ǫj,th (8)

where π∗j,t−1,t+h is the cumulated inflation rate for product j (product- and country-

specific) between period t − 1 and t+h44, αj,h are country-product fixed effects, αm,h

are country-month fixed effects (i.e. capturing seasonal country-specific variations),

Xc,t are country specific controls (we use one lag of monthly changes in industrial

production in all versions of this equation, regardless of the shocks).45 ǫj,th are i.i.d.

error terms and βh measures the effects of shock St at horizon h after the shock. Thus,

in our exercise, specific parameters of interest are βh from which we derive the impulse

response function of prices to aggregate shocks. The size of the different shocks should

be interpreted as follows: the monetary policy shock is equivalent to a positive surprise

in the 3-month EONIA swap rate of 25 basis points; the oil supply and global demand

shocks should be interpreted as a one standard deviation shock; for VAT, it is a 1 pp

increase.

The cumulated inflation rate used as dependent variable will differ according to spec-

ifications. We will use first our cumulative recomposed inflation rate as a benchmark

to document the typical response of inflation to a shock. Then, we will use the four

counterfactual cumulative inflation rates corresponding to the different assumptions on

frequencies and average sizes of price changes.46 We plot impulse responses functions

(IRF) corresponding to the different empirical exercises in Figures 7 and 8. The top

panel of Figure 7 reports IRF of prices to a contractionary monetary policy shock,

while the bottom panel reports IRF to a positive oil supply shock, both of which are

expected to have a negative effect on inflation.47 The top panel of Figure 8 reports IRF

to a VAT increase, while the bottom panel reports IRF to a positive global demand

shock, which are expected to have a positive effect on prices.

[Figure 7 about here]

43In Appendix F.1 we provide more details on the shock variables we use in our regressions.
44We run the regressions on cumulative inflation calculated as the sum of monthly inflation rates over the period

going from t to t+h. Alternatively, we could have run them directly on the level of inflation in each period (t+i-1, t+i)
(i from 0 to h) and calculated the cumulative effects as the sum of the β coefficients over the [t, t + h] horizon. These
two methods give the same results when the product panel is balanced over time.

45For regressions with monetary policy shocks, we use as controls the central bank information shock as identified by
Jarociński and Karadi (2020), and 6 lags of: HICP inflation, the one-month money market interest rate, and monthly
changes in industrial production.

46In Appendix F.2, we provide more details on how we construct the cumulative inflation rates in these exercises.
47In the Appendix, Figure A20 provides results using Central Bank information shocks as identified by Jarociński

and Karadi (2020).

26



[Figure 8 about here]

The impulse response functions in column 1 of each panel, which are associated with

our recomposed inflation rates, are quite in line with theoretical predictions: a con-

tractionary monetary policy shock and a positive oil supply shock have a long-term

negative effect on prices whereas the VAT and the demand shocks have both a positive

long-term effect on prices (even if this effect lasts less for VAT than for other shocks).

The adjustment of prices to shocks is quite protracted for all shocks except VAT and

takes about two years to converge towards a long-run effect. For VAT shocks, the

reaction is much quicker and visible one month after the shock.48 This exercise on

recomposed inflation will be used as a benchmark to compare the IRFs obtained with

counterfactual inflation rates.

Figures 7 to 8 also show the IRF when we assume constant size of price changes (col.

(2)) and constant frequency of price changes (col. (3)). We find that the response of

counterfactual inflation when we assume constant size of price changes is not statis-

tically different from 0 for all shocks and all horizons. By contrast, when we assume

constant frequency, the IRF are close to the ones obtained in the benchmark case.

Overall, in response to a shock, outlets adjust the size of their price changes but not

the frequency at which they change their prices (which is consistent with the uncondi-

tional decompositions in the previous subsection). These results are also in line with

predictions of a standard Calvo model or a menu-cost model in a low inflation en-

vironment. As shown by Alvarez et al. (2019), in this latter case, aggregate shocks

are too small compared with firms’ specific shocks to be the main motive for price

adjustment. Idiosyncratic shocks matter more for pricing decisions than the aggregate

shock. In that case, outlets adjust to the shock through variations in the size of price

adjustment. To investigate these responses further, we have also reported the response

of the cumulated frequency of price changes and cumulated size of price changes to

the shocks (Appendix Figure A19). As expected, we do not see any reaction of the

frequency of price changes to the shocks, except for VAT shocks whereas the reaction

of the size is similar to that for inflation. VAT shocks are in general larger and trigger

more frequent price changes. Karadi and Reiff (2019) show that this pattern could be

consistent with predictions of a menu cost model.

Figures 7 to 8 also report the results associated with counterfactual inflation assuming

constant sizes of price increases and decreases (col. (4)) and constant frequencies

of price increases and decreases (col. (5)). Similar to the findings in the previous

subsection, the main message from these results is that the overall response to all

48In a robustness analysis, we have checked that VAT-related inflation effects are not observed before the shock
(because of an anticipation effect).
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four shocks is mainly driven by the reaction of the frequencies of price increases and

decreases and not by the average size of price increases and decreases. When we assume

constant sizes of price increases and decreases, the IRFs are quite close to the ones

obtained in our benchmark case (column (1)). Overall, in response to an aggregate

shock, firms adjust their relative frequency of price increases and decreases (which

translates into changes in the overall size of price changes), but the size of price increases

and the size of price decreases are not affected by the shock. This result is also in line

with predictions of a standard menu cost model in a low-inflation environment. The

average sizes of price increases and decreases mainly depend on idiosyncratic shocks,

but the aggregate shock will still shift the price change distribution, mostly via its

impact on the share of price increases and decreases.

Interestingly, the IRFs are quite similar whether or not sales are excluded (see Figures

A21 and A22 in the Appendix). To investigate further how sales respond to shocks,

we have also calculated a measure of sales inflation as the difference between the re-

composed inflation rate when sales are included and the one when they are excluded.

We have run the same type of regressions linking sales inflation to our different shocks.

Figure 9 plots the results. Monetary, oil supply and VAT shocks have no significant

effect on sales inflation whereas the global demand shock has a small but significant

effect.

[Figure 9 about here]

In order to explore the role of sectoral heterogeneity, we split the sample between

COICOP-5 categories with a relatively high frequency of price changes and those with

a relatively low frequency of price changes (using the average frequency of price adjust-

ment over the sample period for each COICOP-5). The data point towards a somewhat

stronger effect of shocks for the high-frequency sample (Figures 10 and 11).

A last exercise explores the role of country heterogeneity. We run the same regressions

but restrict the sample to the three countries for which we have the longest time series:

France (2003-2019), Austria (2000-2017) and Greece (2002-2019). Figures A23 and

A24 in the Appendix plot the results which are very close to those obtained with all

euro area countries.

4.3.2 Unemployment

We now focus on the reduced-form relation between inflation and unemployment, a

crucial object for central banks, as the trade-off between unemployment and inflation

is at the core of the monetary policy transmission mechanism.
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First of all, we perform a similar exercise as for the exogenous shocks, estimating

equation (8) with country-specific observed unemployment as shock S; we obtain results

in line with what we have documented in Figures 7 and 8 (see the top panel of Figure

12). However, unemployment cannot be reasonably considered exogenous; hence, to

account for endogeneity and obtain causal effects of unemployment on inflation we

resort to the method introduced by Barnichon and Mesters (2021). We estimate what

they call Phillips multipliers, i.e. a non-parametric measure of the average change in

inflation caused by a change in policy that increases the unemployment rate by 1 pp

on average over the next h periods. Hence, following Barnichon and Mesters (2021),

for each horizon h we estimate the equation:

h
∑

k=0

π∗j,t+k = αj,h + αM,h + βh

h
∑

k=0

uc,t+h + γhXc,t + ǫj,th (9)

where the cumulative country unemployment
∑h

k=0 uc,t+k is instrumented by the same

monetary policy shock adopted previously. αj,h are country-product fixed effects, αM,h

are month fixed effects, Xc,t are 12 lags of the country-specific unemployment level and

π∗ will differ depending on the specification: it can be either our recomposed inflation

rate or one of the four counterfactual inflation rates. The Phillips multipliers are the

βh’s parameters (one for each horizon h); we plot the Phillips multipliers for the five

specifications in the bottom panel of Figure 12.

[Figure 12 about here]

The Phillips multipliers plotted in column 1 of the panel refer to recomposed inflation,

and are in the same ballpark as the estimates obtained for euro area core inflation in

Eser et al. (2020), where the authors use an analogous methodology with aggregate

time series data. At horizons larger than or equal to 6 months the Phillips multiplier

is estimated to be negative, in line with theory, with a coefficient around or slightly

smaller (in absolute value) than -0.1.

The graphs in columns 2 to 4 confirm our previous findings. First of all, counterfactual

inflation when we assume constant size of price changes does not significantly move with

unemployment; instead, when we assume constant frequency, the Phillips multiplier is

significantly negative. Second, the overall response of inflation to unemployment is

mainly driven by the reaction of the frequencies of price increases and decreases and

not by the sizes of price increases and decreases.
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5 Conclusion

In this paper, we have documented several new stylised facts on consumer price rigidity

in the euro area. For this purpose, we have followed a harmonised approach in com-

piling price change statistics based on national CPI micro price spells in 11 euro area

countries. Our final dataset represents about 90% of the euro area aggregate in terms

of countries and about 60% of the overall euro area consumption basket in terms of

products.

We document three sets of stylised facts concerning the average frequency of price

changes in the euro area, the distribution of price changes and finally the time variation

of both the frequency and the size of price changes.

First, prices in the euro area are sticky: the average monthly frequency of consumer

price changes is 12%, with limited heterogeneity across countries. In contrast, cross-

sectoral heterogeneity is much more pronounced: each month, 6% of prices in services

change whereas this number increases to about one third for unprocessed food. When

price changes due to sales and promotions are excluded, the average frequency of price

changes declines to 8.5%. We also find that the cost structure matters for how often

prices change: in particular, all other things being equal, the price of a product changes

less often if the share of labour costs is larger. Comparing our results with US evidence,

we find that prices are updated more frequently in the United States when sales are

included. However, once we exclude price changes due to sales, the degree of price

rigidity is fairly similar in both economies (8.5% in the euro area vs. 10% in the

United States). Compared with Dhyne et al. (2006), the only comprehensive study on

moments of micro price adjustments in the euro area available so far, we find that the

frequency of price changes for the same set of 50 products is about 2.4 pp higher in

the period 2011-2017 than in the period 1996-2001 covered in Dhyne et al. (2006).

Second, concerning the distribution of price changes, we find that the median price

increase is 9.6% in the euro area, whereas the median price decrease is 13.0%, suggesting

that idiosyncratic shocks play a larger role in pricing decisions than aggregate shocks.

Dispersion of the median price change is rather limited across euro area countries

but larger than the differences observed for frequencies. Differences across sectors are

large: the median price increase (resp. decrease) is about 6% (8%) for services and

14% (19%) for industrial goods. These differences are much smaller when we exclude

sales: for services the percentages do not change much, while for industrial goods the

median price increase is about 8% whereas the median price decrease is 11%. We also

document that the distribution of price changes is highly dispersed and includes both

very small and very large price changes (even when we exclude sales): 14% of the price
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changes are below 2% in absolute value terms, whereas 10% of the price changes are

larger than 20% in absolute value terms. In comparison with US evidence, we find that

price changes are somewhat larger in the United States than in the euro area when

price changes are included but the difference is much smaller when price changes due

to sales are excluded.

Third, over time, we find that the degree of price rigidity in the euro area has remained

quite stable from 2005 to 2019. The frequency of price changes in particular has not

moved much over the years, and it has not contributed to steepening or flattening the

Phillips curve over the last 15 years. Over the short-run, we can decompose monthly

inflation variation between variation in the frequency and variation in the size of price

changes. We find that variation in the overall size of price changes contributes more to

movements in inflation than the variation in overall frequency. When we look at price

increases and price decreases separately, we find that changes in the overall size are

mainly driven by the relative share of price increases among all price changes rather

than by the average sizes of price increases and price decreases.

Finally, looking at the response of inflation to different aggregate shocks (monetary

policy, oil supply, VAT changes, real demand shocks), we find that firms respond to

shocks by adjusting the overall size of price changes rather than their overall frequency.

In particular, they adjust the relative frequency of price increases and decreases (i.e.

making more frequent price increases and less frequent price decreases in response

to a positive shock) whereas the average size of price increases and decreases is not

affected by the shocks. Overall, aggregate shocks are transmitted via slow movements

in the relative share of price increases and decreases. These findings are consistent

with the predictions of a standard Calvo model and a menu cost model in a low

inflation regime where aggregate shocks play a limited role. This suggests that in our

sample idiosyncratic shocks substantially outweigh aggregate shocks as a driver of price

changes.

31



References

Alvarez, F., Beraja, M., Gonzalez-Rozada, M., and Neumeyer, P. A. (2019). From

Hyperinflation to Stable Prices: Argentina’s Evidence on Menu Cost Models. The

Quarterly Journal of Economics, 143(1):451–505.

Alvarez, F., Ferrara, A., Gautier, E., Le Bihan, H., and Lippi, F. (2021a). Empirical

Investigation of a Sufficient Statistic for Monetary Shocks. Working Paper Series

29490, NBER.

Alvarez, F., Lippi, F., and Oskolkov, A. (2021b). The Macroeconomics of Sticky

Prices with Generalized Hazard Functions. The Quarterly Journal of Economics,

forthcoming.
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Figure A13: Mean Size of Price Increases and Decreases by Country over Time

Notes: The chart shows the mean size of non-zero price changes. Statistics are based on
products that are common to at least 3 of the 4 largest countries and calculated using euro
area product weights at the COICOP-5 level (2017-2020 average). Price changes due to
replacement are excluded beforehand (except Greece and Slovakia). Outliers adjusted
beforehand.
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Figure A14: Seasonal Patterns, Annual Changes, and Effect of Sales: Unprocessed Food

Notes: Coefficient plots from weighted panel regressions with COICOP, country, and
time fixed effects and dummy for VAT changes in France (04/00, 01/12, 01/14), Italy
(09/11), Slovakia (01/11), and Spain (09/12, 07-09/10), with country weights in euro
area HICP (2017-2020 average) and robust standard errors. Dependent variables are
frequency and size of price adjustment. Regressions are based on the country-specific
period and on products that are common to at least 3 of the 4 largest countries. Dis-
played are only the years 2005-2019, with the base year 2013, and base month January.
Price changes due to replacement are excluded beforehand (except Greece and Slovakia).
Results excluding sales are based on 1) NSI sales flag if available or 2) common sales
filter. Outliers adjusted beforehand.
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Figure A15: Seasonal Patterns, Annual Changes, and Effect of Sales: Processed Food

Notes: Coefficient plots from weighted panel regressions with COICOP, country, and
time fixed effects and dummy for VAT changes in France (04/00, 01/12, 01/14), Italy
(09/11), Slovakia (01/11), and Spain (09/12, 07-09/10), with country weights in euro
area HICP (2017-2020 average) and robust standard errors. Dependent variables are
frequency and size of price adjustment. Regressions are based on the country-specific
period and on products that are common to at least 3 of the 4 largest countries. Dis-
played are only the years 2005-2019, with the base year 2013, and base month January.
Price changes due to replacement are excluded beforehand (except Greece and Slovakia).
Results excluding sales are based on 1) NSI sales flag if available or 2) common sales
filter. Outliers adjusted beforehand.
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Figure A16: Seasonal Patterns, Annual Changes, and Effect of Sales: NEIG

Notes: Coefficient plots from weighted panel regressions with COICOP, country, and
time fixed effects and dummy for VAT changes in France (04/00, 01/12, 01/14), Italy
(09/11), Slovakia (01/11), and Spain (09/12, 07-09/10), with country weights in euro
area HICP (2017-2020 average) and robust standard errors. Dependent variables are
frequency and size of price adjustment. Regressions are based on the country-specific
period and on products that are common to at least 3 of the 4 largest countries. Dis-
played are only the years 2005-2019, with the base year 2013, and base month January.
Price changes due to replacement are excluded beforehand (except Greece and Slovakia).
Results excluding sales are based on 1) NSI sales flag if available or 2) common sales
filter. Outliers adjusted beforehand.

98



Figure A17: Seasonal Patterns, Annual Changes, and Effect of Sales: Services

Notes: Coefficient plots from weighted panel regressions with COICOP, country, and
time fixed effects and dummy for VAT changes in France (04/00, 01/12, 01/14), Italy
(09/11), Slovakia (01/11), and Spain (09/12, 07-09/10), with country weights in euro
area HICP (2017-2020 average) and robust standard errors. Dependent variables are
frequency and size of price adjustment. Regressions are based on the country-specific
period and on products that are common to at least 3 of the 4 largest countries. Dis-
played are only the years 2005-2019, with the base year 2013, and base month January.
Price changes due to replacement are excluded beforehand (except Greece and Slovakia).
Results excluding sales are based on 1) NSI sales flag if available or 2) common sales
filter. Outliers adjusted beforehand.
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Figure A18: Recomposed and HICP Inflation

Notes: The figure compares the recomposed inflation, as in Equation 2, and m-o-m HICP
inflation at the COICOP 5-digit level. Price changes due to replacement are excluded
beforehand (except Greece and Slovakia). Statistics are based on the country-specific
period and on products that are common to at least 3 of the 4 largest countries.
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Table A20: Cross-Correlation between Recomposed Inflation and Its Components

fjt dpjt f+
jt f−jt dp+jt dp−jt f+

jt/fjt

EURO AREA
πjt (incl. sales) -0.151 0.798 0.360 -0.593 0.083 -0.392 0.536
πjt (excl. sales) 0.038 0.649 0.335 -0.337 0.149 -0.181 0.378

By Sector
Unprocessed Food 0.053 0.883 0.441 -0.357 0.148 -0.131 0.582
Processed Food 0.156 0.667 0.504 -0.391 0.179 -0.070 0.517
NEIG -0.202 0.677 0.256 -0.574 0.170 -0.277 0.423
Services 0.168 0.603 0.358 -0.181 0.160 -0.169 0.344

COUNTRY
Austria 0.086 0.592 0.370 -0.326 0.076 -0.170 0.394
Belgium 0.031 0.646 0.333 -0.296 0.139 -0.160 0.307
France 0.169 0.650 0.479 -0.321 0.052 -0.168 0.566
Germany 0.130 0.526 0.369 -0.189 0.101 -0.046 0.298
Greece 0.204 0.647 0.516 -0.360 0.029 -0.195 0.609
Italy 0.101 0.717 0.290 -0.217 0.305 -0.295 0.245
Lithuania 0.255 0.614 0.570 -0.230 0.260 -0.178 0.482
Luxembourg -0.044 0.786 0.415 -0.494 0.254 -0.234 0.471
Latvia 0.268 0.556 0.607 -0.245 0.365 -0.072 0.320
Slovakia 0.309 0.580 0.605 -0.100 0.214 -0.202 0.424
Spain -0.199 0.777 0.404 -0.691 0.265 -0.375 0.607

Notes: The table shows correlations between recomposed inflation (πjt), as in Equation
2, and its components (all product-country level statistics are pooled together, statis-
tics are weighted using product-country HICP weights). Statistics are based on the
country-specific period and on products that are common to at least 3 of the 4 largest
countries. Price changes due to replacement are excluded beforehand (except Greece and
Slovakia). Seasonal sales are excluded in the Belgian dataset but temporary promotions
are included. Results excluding sales are based on the NSI sales flag if available, and
the common sales filter otherwise.

101



F More on Local Projection Exercises

F.1 Data Sources

This section documents the main sources for shocks used in the local projection exer-

cises.

Monetary policy : The series of euro area monetary policy shocks used is the one

estimated by Jarociński and Karadi (2020) (available over the period March 1999 -

December 2016). IRFs are rescaled to produce an inflation reaction to a positive

surprise in the 3-month EONIA swap rate of 25 basis points.

The shock series has been downloaded from AEJ Macro web site (additional materials

- Data Set of Jarociński and Karadi (2020)).

Oil:

The oil shock is the shock to the growth rate of monthly world crude oil production,

estimated using the methodology of Baumeister and Hamilton (2019). The shock series

(vintage ending in August 2020) has been downloaded from Christiane Baumeister’s

web site:

https://sites.google.com/site/cjsbaumeister/research.

Global demand:

The global demand shock is the shock to economic activity estimated using the method-

ology of Baumeister and Hamilton (2019). The shock series (vintage ending in August

2020) has been downloaded from Christiane Baumeister’s web site:

https://sites.google.com/site/cjsbaumeister/research.

In both cases, the IRFs give the price reaction to a 1-standard deviation positive shock

to the oil supply or to the global demand.

VAT:

VAT shocks are defined as the monthly rate difference between the HICP and the HICP

at constant taxes. Per definition, the National Statistical Institutes (NSI’s) assume

full and immediate pass-through of tax changes, thus any difference in inflation rates

is equal to the tax change. The series are available at the COICOP-5 level post 2015,

while prior to 2015 they are approximated by the same series at the COICOP-4 level.

The data are available at: https://ec.europa.eu/eurostat/databrowser/view/p

rc hicp cmon/default/table?lang=en. The exception to the above data source are

France and Greece, for which, more complete data where available. Specifically, for the

former, historical VAT rates and rate changes, have been provided for France at the
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COICOP-5 level while for the latter, historical data at the product level, have been

provided by the Bank of Greece and were aggregated up to the COICOP-5 level. Out

of 1402 non-zero VAT changes in the total sample, about 80 percent are from the three

countries: France, Spain and Greece. By contrast, Belgium, Germany and Slovakia did

not have a VAT change for the relevant period and are thus excluded.

In this exercise, the IRF gives the price reaction to a 1-pp increase in the VAT rate.

Local demand:

Unemployment - first difference of monthly seasonally adjusted (not calendar adjusted)

unemployment rate measured as percentage of active population; EUROSTAT table

une rt m.53

In this exercise, the IRF gives the price reaction to a 1-pp increase in the unemployment

rate.

F.2 Decomposition of the Effects on IRF

In this subsection, we document how a shock is transmitted through the different price

adjustment margins (intensive and extensive margins). Recall that for each shock St,

the local-linear projection is:

πj,t,t+h = αj,h + αm,h + βhSt + γyXj,t + ǫj,th (A8)

where πj,t,t+h is the cumulative inflation for a product-country specific j between t− 1

and t + h (calculated as the sum of monthly inflation rates between date t and t + h

=
∑h

τ=0 πj,t+τ,t+τ+1), αj,m,h are fixed-effects and Xjt are control variables. The βh are

the IRF of interest.

In our empirical exercise, we then calculate for each product j, monthly recomposed

inflation rates, a first counterfactual inflation rate where frequency is constant to its

average and inflation varies with size π
f̄
jt = fj. × dpjt and a second one where the

average size is constant πd̄p
jt = fjt × dpj.. We can approximate counterfactual inflation

rates over the horizon t - t+h by summing the monthly rates:

π
f̄
j,t,t+h =

h
∑

τ=0

π
f̄
j,t+τ−1,t+τ = fj.

h
∑

τ=0

dpj,t+τ−1,t+τ (A9)

We can construct the same cumulative counterfactual inflation rate when assuming

constant size:

π
d̄p
j,t,t+h =

h
∑

τ=0

π
d̄p
j,t+τ−1,t+τ = dpj.

h
∑

τ=0

fj,t+τ (A10)

53https://appsso.eurostat.ec.europa.eu/nui/show.do?dataset=une rt m&lang=en
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We then use these two variables as left-hand side variables in the local projection

estimations.

As previous decomposition, in our empirical exercises, we will compute for each product

j, a counterfactual inflation rate where frequencies of price increases and decreases are

constant to their average and inflation varies with sizes of price increases and decreases

π
f̄+,f̄−

jt = f+
j. × dp+jt − f−j. × dp−jt and a second one where the average sizes of increases

and decreases are constant π
d̄p+,d̄p−

jt = f+
jt × dp+j. − f−jt × dp−j. . We can approximate

counterfactual inflation rates over the horizon t - t+h by summing the monthly rates:

π
f̄+,f̄−

j,t,t+h =
h

∑

τ=0

π
f̄+,f̄−

j,t+τ−1,t+τ = f+
j.

h
∑

τ=0

dp+j,t+τ−1,t+τ − f−j.

h
∑

τ=0

dp−j,t+τ−1,t+τ (A11)

We can construct the same cumulative counterfactual inflation rate when assuming

constant size:

π
d̄p+,d̄p−

j,t,t+h =
h

∑

τ=0

π
d̄p+,d̄p−

j,t+τ−1,t+τ = dp+j.

h
∑

τ=0

f+
j,t+τ − dp−j.

h
∑

τ=0

f−j,t+τ (A12)

We then use these two variables as left-hand side variables in the local projection

estimations.
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F.3 Impulse Response Functions - Robustness

Figure A19: Conditional Responses of Frequency and Size of Price Adjustment to Positive Aggregate Shocks
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A: Frequency of price changes
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B: Size of price changes

Notes: Local projections are based on the country-specific period and on products that are common to at least
3 of the 4 largest countries. Price changes due to replacement are excluded beforehand (except Greece and
Slovakia). Superscripts x ∈ {m, o, v, d} represent the monetary, oil, VAT and demand shocks respectively. The
models are specified in equation (8). The light and dark gray areas correspond to one and two standard error
bands, assuming calendar-based clusters.
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Figure A20: Conditional Responses to Monetary Shocks - Monetary Policy Shock vs Central Bank Information
Shock
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A: Monetary policy shock
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B: Central Bank Information shock

Notes: Local projections are based on the country-specific period and on products that are common to at least
3 of the 4 largest countries. Price changes due to replacement are excluded beforehand (except Greece and
Slovakia). Superscripts x ∈ {m, i} represent the monetary policy shocks (as in the baseline case) and CB
information shock respectively. The models are specified in equation (8). In the order of the panels, the coef-
ficients correspond to: The recomposed inflation βx

h, counterfactual inflation assuming constant sizes of price

changes βx,d̄p

h , counterfactual inflation assuming constant frequency of price changes βx,f̄

h , counterfactual infla-

tion assuming constant sizes of price increases and decreases βx,d̄p+,d̄p−

h and counterfactual inflation assuming

constant frequencies of price increases and decreases β
x,f̄+,f̄−

h . The light and dark gray areas correspond to
one and two standard error bands, assuming calendar-based clusters.
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Figure A21: Conditional Responses to Positive Aggregate Shocks - excluding Sales - Monetary Policy and Oil
Supply Shocks
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A: Monetary policy shocks
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B: Oil supply shocks

Notes: Local projections are based on the country-specific period and on products that are common to at
least 3 of the 4 largest countries. Price changes due to replacement are excluded beforehand (except Greece
and Slovakia). Superscripts x ∈ {m, o} represent the monetary and oil shocks respectively. The models are
specified in equation (8). In the order of the panels, the coefficients correspond to: The recomposed inflation

βx
h, counterfactual inflation assuming constant sizes of price changes β

x,d̄p

h , counterfactual inflation assuming

constant frequency of price changes β
x,f̄

h , counterfactual inflation assuming constant sizes of price increases

and decreases β
x,d̄p+,d̄p−

h and counterfactual inflation assuming constant frequencies of price increases and

decreases β
x,f̄+,f̄−

h . The light and dark gray areas correspond to one and two standard error bands, assuming
calendar-based clusters.

107



Figure A22: Conditional Responses to Positive Aggregate Shocks - excluding Sales - VAT and Global Demand
Shocks
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A: VAT shocks
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B: Global demand shocks

Notes: Local projections are based on the country-specific period and on products that are common to at least
3 of the 4 largest countries. Price changes due to replacement are excluded beforehand (except Greece and
Slovakia). Superscripts x ∈ {v, d} represent the VAT and global demand shocks respectively. The models are
specified in equation (8). In the order of the panels, the coefficients correspond to: The recomposed inflation

βx
h, counterfactual inflation assuming constant sizes of price changes β

x,d̄p

h , counterfactual inflation assuming

constant frequency of price changes β
x,f̄

h , counterfactual inflation assuming constant sizes of price increases

and decreases β
x,d̄p+,d̄p−

h and counterfactual inflation assuming constant frequencies of price increases and

decreases β
x,f̄+,f̄−

h . The light and dark gray areas correspond to one and two standard error bands, assuming
calendar-based clusters.
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Figure A23: Conditional Responses to Positive Aggregate Shocks - Three Countries with Longer Sample (AT,
FR, GR) - Monetary Policy and Oil Supply Shocks
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B: Oil supply shocks

Notes: Local projections are based on the country-specific period and on products that are common to at
least 3 of the 4 largest countries. Price changes due to replacement are excluded beforehand (except Greece).
Superscripts x ∈ {m, o} represent the monetary and oil supply shocks respectively. The models are specified
in equation (8). In the order of the panels, the coefficients correspond to: The recomposed inflation βx

h,

counterfactual inflation assuming constant sizes of price changes β
x,d̄p

h , counterfactual inflation assuming

constant frequency of price changes β
x,f̄

h , counterfactual inflation assuming constant sizes of price increases

and decreases β
x,d̄p+,d̄p−

h and counterfactual inflation assuming constant frequencies of price increases and

decreases β
x,f̄+,f̄−

h . The light and dark gray areas correspond to one and two standard error bands, assuming
calendar-based clusters.
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Figure A24: Conditional Responses to Positive Aggregate Shocks - Three Countries with Longer Sample (AT,
FR, GR) - VAT and Global Demand Shocks
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A: VAT shocks
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B: Global demand shocks

Notes: Local projections are based on the country-specific period and on products that are common to at
least 3 of the 4 largest countries. Price changes due to replacement are excluded beforehand (except Greece).
Superscripts x ∈ {v, d} represent the VAT and global demand shocks respectively. The models are specified
in equation (8). In the order of the panels, the coefficients correspond to: The recomposed inflation βx

h,

counterfactual inflation assuming constant sizes of price changes β
x,d̄p

h , counterfactual inflation assuming

constant frequency of price changes β
x,f̄

h , counterfactual inflation assuming constant sizes of price increases

and decreases β
x,d̄p+,d̄p−

h and counterfactual inflation assuming constant frequencies of price increases and

decreases β
x,f̄+,f̄−

h . The light and dark gray areas correspond to one and two standard error bands, assuming
calendar-based clusters.
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